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With the growing risk of privacy breaches in online social networks, privacy protection
has become a key issue. To increase users’ privacy awareness and protect their data, there
is a need for a simple and effective method of quantifying privacy risk. A user with a
higher privacy risk score is more likely to face a serious privacy breach. In this paper, we
propose an effective and reasonable privacy risk scoring method. Our method takes into
account the granularity of the shared profile items, combines sensitivity and visibility, and
generates a privacy risk score for each user. The calculation of sensitivity and visibility are
conducted over a response matrix(R) where each element ri j indicates the privacy settings
level by user i related to profile item j, and uses improved inverse document frequency (IDF)
method to calculate the sensitivity values. Most existing work does not consider profile item
granularity. In our study, we define the amount of data shared by users as bytes, classify
different granularity levels by one-dimensional clustering, and finally obtain the granularity
values using the sigmoid function. With the privacy risk score, users can acquire a more
intuitive awareness of their privacy status and then defend it by altering privacy settings or
lowering the granularity of shared data. In addition, our experiments analyzing real-world
and synthetic datasets demonstrate that our method is capable of effectively assessing user
privacy risks in online social networks.
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1. INTRODUCTION

In recent years, with the rapid development and widespread popularity of the In-
ternet, an increasing number of individuals prefer to interact via the Internet. Due to the
simplicity and effectiveness of online social networks(OSNs), a product of the Internet has
attracted a great number of users [1]. Through OSNs, users can connect with people from
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all over the world for purpose of chatting or sharing other resources such as videos and
news. Additionally, different types of social network providers offer specialized func-
tions [2, 3]. The majority of them, such as Facebook and WeChat, are used for instant
messaging and social media, where users can reconnect with old friends or make new
ones. Sina Weibo and Twitter are primarily used for social news or public event posting.
In addition, TikTok and YouTube are primarily used for video-centric social networking
services.

With the exponential rise of OSNs and users, the risk of the violation of personal
privacy is becoming increasingly significant [4]. On the one hand, the majority of OSN
service providers encourage or induce users to provide basic information (name, phone
number, address, etc.) and sensitive information (religious beliefs, political opinions, ill-
nesses, etc.) in the cause of enhancing the site’s usability for feature recommendations or
targeted advertising. And on the other hand, due to the lack of user privacy awareness,
that every time a user posts information which appears to be non-sensitive can be eas-
ily accessed by malicious actors. For instance, when you release your phone number on
OSN’s profile items to make it easier for your friends to contact you, but are also both-
ered by spam and nuisance calls as a result of this activity. In addition, some malicious
attackers deduce users’ personal and behavioral characteristics from their attributes and
actions. For example, consider the well-publicized Uber data breach and the ”Facebook
Cambridge Analytica incident” [5]. As a result, it is up to users to determine how to avoid
privacy breaches and thereby preserve their privacy [1, 6]. In order to avoid the leak-
age of users’ privacy information, several OSNs service providers also give a warning or
restrict users from doing the next operation when their privacy information is released,
although users are frequently unaware of the risk of privacy leakage caused by various
uncontrolled conditions. Because of the frequency of data privacy breaches and users’
growing privacy expectations, many OSNs service providers provide users with the abil-
ity to customize their profile privacy policies. For example, Facebook provides optional
access control objects for each user profile, including public (on and off Facebook), Face-
book friends, designated friends, self only, and custom (including or excluding single or
multiple friends). Nevertheless, the majority of these options are either too hidden or too
complicated for users [7].

To address the above issues, several studies [8–10] have proposed using the sensi-
tivity and visibility of users’ profile items to assess the risk of privacy breach for users of
OSNs based on their privacy setting strategies, or simplifying the privacy setting process
for users through some guidelines and user background [7, 11]. Some other studies have
proposed the concept of privacy policy automation to help users by targeting information
such as their profiles and locations to setting and managing privacy policies [12,13]. How-
ever, the majority of existing research focus on the privacy risk metrics about individual
user profiles and their privacy policy settings, which has significant limitations. In fact,
users’ privacy risk is not confined to their privacy policy preferences, the granularity with
which their profile information is shared is also a significant element determining privacy
risk [14]. In the case of free text items in personal data such as educational background,
life event, and work experience, it’s obvious that the more content a user gives, the more
information a malicious attacker will have access to, and the more likely the user is to
suffer a greater privacy risk.

Quantifying the privacy risk of users and raising their privacy awareness is an effec-
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tive method to mitigate the risk of user data leakage. Inspire by Liu and Terzi [9] privacy
score, this paper presents a novel scoring function that takes user sharing granularity into
account as a potential dimension of the privacy score. This scoring function receives as
input the personal attribute information of OSNs users. In this method, the privacy policy
settings and published content of each item are used as inputs for calculating the privacy
score. Moreover, we provide a detailed description of how to calculate the profile item’s
sensitivity, as well as the visibility and granularity values for each user to each profile
item, and then combine these three factors to obtain a final formula for computing the
privacy risk score. It’s worth emphasizing that each user’s privacy risk score is unique,
depending on their level of privacy awareness, the type and amount of data supplied, and
the extent to which they disclose. The following summarizes our contribution to this
paper:

• We incorporate granularity of data sharing as a component in the privacy risk score,
combine improved sensitivity and visibility, and provide a novel method for calcu-
lating the privacy risk score for online social networks.

• We use the improved inverse document frequency (IDF) algorithm to quantify sen-
sitivity, and innovatively propose using one-dimensional clustering algorithm and
the sigmoid function to measure the shared granularity of the data, which is still
able to generate outstanding results.

• We conduct experiments on actual and synthetic datasets then compare them to
existing research methodologies to show the validity of our approach.

The remainder of this paper is divided into the following sections: Section 2 summa-
rizes the existing literature on privacy scoring. Section 3 presents our proposed method
and the mathematical formulation for calculating privacy risk scores. Section 4 presents
the details of using synthetic and real online social network datasets and conducts an ex-
perimental study and comparative analysis of our proposed method, and finally, Section 5
concludes the work in this paper and forecast the future work.

2. RELATED WORK

As the number of people using online social networks growing, privacy breaches
become a serious issue. In this section, we review several previous studies on privacy
risk scoring models. These studies usually take into account the user’s privacy settings
for individual profile items, the user’s network location, the content of text messages,
and the user’s use of multiple social platforms. The majority of these research examine
privacy risk scoring from the user’s perspective, with the possibility of providing users
with a more intuitive understanding of their privacy status and so enhancing their privacy
awareness.

Maximilien [8] first introduced the concepts of user attribute sensitivity and visibil-
ity and solved them using a Bayesian methods to obtain the user’s privacy metric. As an
extension of [8], Liu and Terzi [9] took inspiration from credit risk scoring in financial
systems and quantify the leakage risk of users based on user profile and item response
theory (IRT) to calculate the sensitivity and visibility of user profile items and they were
the first to introduce the concept of privacy scores. They employed both synthetic and
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real-world data sets and a chi-square test to demonstrate the effectiveness of their ap-
proaches by analyzing the privacy score model’s fit with data. Wang et al. [15] employed
the Privacy Index (PIDX) to quantify the risk of user privacy exposure in OSNs and ex-
perimentally validated three user groups: Privacy Fundamentalists, Pragmatic Majorities
and Marginally Concerned.

Aghasian et al. [16] extended the privacy score from a single platform to multiple
platforms, where the authors defined the user’s visibility as the accessibility of attributes,
the difficulty of data extraction, and reliability, and then used a fuzzy theory approach to
combine the sensitivity of attributes to calculate the user’s final privacy disclosure score
(PSD) across multiple OSNs. Li et al. [1] improved on [16] by proposing a method to
quantify user privacy awareness as a dimension of user visibility taking into account
users’ use of disinformation on different social networks, and then they used a simpli-
fied half-suppressed fuzzy C-mean clustering algorithm to quantify the visibility. Finally,
the surveyed dataset is used to calculate users’ privacy risk scores across multiple OSNs.

To assess users’ privacy risks, Alemany et al. [17] proposed a method named PRS
(Privacy Risk Score) that takes into account the accessibility of personal information on
OSNs and the centrality of users in a network, among other factors. Pensa et al. [18]
argued that users’ privacy scores are determined not only by their privacy preferences and
the extent to which their personal data is exposed, but also by the location of the social
network in which the user is linked in. The authors indicated that users who are in a
network environment with low-privacy-aware friends are more vulnerable to threats than
users who are in a network environment with high-privacy-aware friends. For the ado-
lescent population in OSNs, for purpose of enhancing their privacy awareness, Alemany
et al. [19] proposed two soft-paternalism mechanisms to help adolescent users make bet-
ter decisions about privacy risk behaviors in OSNs. The first mechanism shows the pro-
files and risk level alerts of possible users to whom the young user might be exposed,
while the second mechanism shows the quantity and danger level alerts of users with ac-
cess to the message’s target audience. The mechanism considers two types of indicator
information that influence privacy risk scores: different levels of friendship and potential
users that may be exposed to the disclosed information.

Coban et al. [20] proposed a novel sensitivity calculation approach in which the
authors interpret the response matrix R as a term-document matrix and then compute
the sensitivity of the profile items using the inverse document frequency (IDF) method.
However, this privacy risk score system just replaces the method of [18] for calculating
sensitivity and did not consider the granularity of data sharing. Kilic et al. [14] introduced
the sharing granularity of user profile items into the privacy risk score, but the authors
only integrated the sharing data granularity into the IRT framework without considering
the privacy policy settings of profile items. And the experiment only focuses on a specific
OSN-LinkedIn and did not apply to the majority of OSNs.

As indicated previously, there have been numerous research on OSNs privacy risk
assessments and analysis. In contrast to the previous studies, we consider introducing data
sharing granularity into privacy risk scoring and propose a new method for privacy risk
scoring. The experimental results show that the proposed method is effective evaluating
a user’s privacy disclosure status. By analyzing the final privacy risk score, users can be
informed of the privacy risk score of each profile item for the purpose of improving their
privacy awareness and protecting data security from the user’s own perspective.
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3. THE PRIVACY SCORING METHOD

We assume a set of n users in an OSN, here denoted as a undirected graph G(V,E),
where V is a set of n nodes {v1,v2, . . . ,vn} such that each node vi ∈ V stands for a user
and E is a set of edges. While vi,v j ∈ V , a couple of (vi,v j) ∈ E indicates that there is a
connection between users vi and v j(e.g., friends with each other). On the other hand, we
define each user in V to have a set of m profile items represented as A = {a1,a2, . . . ,am}.

Because of user’s privacy risk score can be assessed, the user can evaluate his or
her privacy risk level intuitively and precisely, and mitigate the risk of privacy leakage by
altering the settings for individual profile items to obtain an acceptable level of privacy
for the user. In order to compute privacy risk score, we need to identify the factors that
contribute to the danger of online social network users leaking their personal information.
In previous studies, most of them only considered sensitivity and visibility, and did not
focus on the sharing granularity of profile items. As a result, we propose a new privacy
risk score formula, which improves the measurement of user privacy risk by considering
the sensitivity, visibility, and sharing granularity of profile items.

3.1 Calculation of Visibility

At present, most online social networking service providers provide their users with a
variety of privacy settings. Most of these settings allow users to establish profile visibility
levels that determine who they want to share their profile content with, ensuring that their
privacy is protected. Based on the data shared by users, we can get an size n×m response
matrix R which is linked to the set of n different users over the set of m different profile
items. Each element ri j in the matrix R contains an integer value in the range 0 to l, where
l indicates the privacy settings level by user vi related to profile item a j. The response
matrix R is further divided into two forms: dichotomous response matrix and polytomous
response matrix. When l = 2, matrix R is defined to as a dichotomous response matrix,
which contains two levels of visibility: 0 indicates private data (only viewable to the data
owner) and 1 epresents publicly shared data (visible to all people). In the other case, when
l > 2, matrix R is a polytomous response matrix, and we employ the following levels of
privacy: 0 indicates information access by only profile owner; 1 represents information
access by friends of the list who are specific individuals or group of people, such as family
or colleagues, etc; 2 indicates information access by all friends; 3 represents information
access by friends of her or his friends; 4 indicates publicly available information in the
OSNs. In order to calculate the visibility to each profile item a j in relation to user vi, we
use the for any degree k = {0, . . . , l} to compute the visibility δi jk as follows,

δi jk = P(ri j=k)× k. (1)

Assuming users and profile items mutually independence [8], the probability
P(ri j=k) that ri j equals k can be calculated as follows,

P(ri j=k) =
∑

n
i=1 I(ri j=k)

n
×

∑
m
j=1 I(ri j=k)

m
. (2)
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3.2 Computation of Granularity

Certain attributes of a user’s personal profile have a set structure for filling in, such as
age, birthdate, gender, etc., but the majority of attributes, such as educational background,
work experience, family members and relationship status, life events, interests, and so on,
are free text items. Nevertheless, it is insufficient to consider solely the visibility of these
free text items under privacy settings when evaluating their privacy score. As indicated
in Table 1, user vA and user vB share their life events and educational backgrounds, and
they set the same level of visibility. Since vA provides more information, he/she has a
higher chance of privacy leakage, and hence deserves a higher privacy score. However,
according to traditional privacy scoring methods [9, 20], these two users have the same
privacy scores on life events and hobbies. We argue that this is impracticable, hence this
article also analyzes the granularity of users’ shared data as a factor affecting their privacy
risk leaks.

Table 1. Users’ shared data.
user Life Events Educational Backgrounds

user vA

2020 Strarted New Job at Drexelbrook
Friends on Facebook with Eli Wang for 5 Years Massachusetts Institute of Technology,

2021 Strarted New Job at Spine Media Bachelor,Software Engineering, 2016,2020
2022 Strarted New Job at Business Insider

user vB 2020 Strarted New Job at Mary Byrnes – Re/Max Main Line
Yale University, Bachelor,

Computer Engineering, 2016,2020

We define the quantity of data shared of the users as byte, although a greater amount
of shared byte does not necessarily imply that the user is disclosing more private infor-
mation. When we look at Table 1, for example, it is seen that both user vA and user vB
disclose their educational backgrounds, and the quantity of data shared by user vA is 69
and by user vB is 49, indicating a higher risk of privacy leak for user vA. However, a closer
look at the content indicates that both user vA and user vB are publishing their school,
bachelor’s degrees, major, and time of attendance, meaning that the risk of private disclo-
sure is the same. Based on the aforementioned issues, we define four granularity levels
for user profile items: 0 indicate zero granularity (no information shared by the users), 1
represent low granularity, 2 indicate medium granularity, and 3 represent high granular-
ity. Then, for each profile item, we conduct one-dimensional clustering [21], assigning
distinct granularity levels to each user’s profile item. We utilize the sigmoid function to
calculate the user’s granularity because granularity rises with granularity level. The rea-
son for using the sigmoid function is that it supports us in differentiating the granularity.
The granularity of user vi in relation to profile item a j is calculated using the following
formula:

γi j =
2

1− e−s −1 (3)

where “s” indicates the granularity level. The output of this function is bounded by [0, 1],
where the higher the granularity level, the larger the value of the granularity.
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3.3 Calculation of Sensitivity

Sensitivity of profile items represents the degree of influence of various profile items
on privacy leakage. The higher the profile items sensitivity value, the higher the risk of
user privacy leakage and the higher the privacy risk score. Liu and Terzi [9] calculated
the sensitivity score for measuring the privacy score based on the item response theory
(IRT). Nevertheless, IRT isn’t suitable for complicated OSNs since it must meet three key
assumptions: items independence, users independence, and items and users independence
[15]. As a result, we calculate the sensitivity for privacy risk scores using the method
proposed in [20], namely IDF-Sensitivity and improve it. Inverse document frequency
(IDF) is an unsupervised weighted statistical method for determining the importance of a
keyword t in D documents. The IDF is defined as:

IDFt = log
D

DFt
(4)

where DFt denotes the number of documents containing occurrences of keyword t. To
avoid the value DFt in the denominator equal to zero, the value of the denominator is
usually expressed as DFt +1. The IDF value of a phrase increases as the number of docu-
ments containing it decreases, showing that the term has excellent category discrimination
ability. In privacy risk analysis, intuitively, the more sensitive an item is, the fewer users
are inclined to share it. This property of IDF is the algorithm main reasons to apply it
in privacy risk scoring. The details are shown in Algorithm 1. However, some extreme
cases need to be considered [20]. When the visibility level of all users is less than k, the
quantity of users at visibility level k or higher becomes 0, so the value of u is set to u+1.
In the other case, when all users share profile items at the same visibility level, the value
of c is equal to u. In order to eliminate the abnormality in this case and assume that the
sensitivity value is monotonically increasing, we use log((n+ u)/u) ∗ 0.5 to express the
sensitivity value.

3.4 Calculation of Privacy Score

By considering the β jk as the sensitivity of profile items a j at degree k, the δi jk as
the accessibility of the user vi at degree k for profile items a j and the γi j as the granularity
of user vi related to profile items a j, the privacy risk score for given user vi and a given
profile items a j can be computed by the function as follows,

ϕi j =
l

∑
k=0

β jk× (δi jk + γi j). (5)

Finally, the overall privacy risk score of a given user vi can be explained in Eq. (6),

PS(i) =
m

∑
j=1

ϕi j. (6)

According to the above formulas, as the privacy risk score rises, users are more likely
to face privacy threats and information disclosure. when the users post all the sensitive
information visible to public with the high granularity level, the privacy risk is greatest. As
a result, the lower the privacy score value, the better. It is worth noting that the preceding
equation applies to both dichotomous and polytomous scenarios for the parameter k.
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Algorithm 1 : IDF-base sensitivity value
Input: Response matrix, R(n×m);
Output: sensitivity values, β(l×m)

n← the number of users
m← the number of profile items
k← visibility level
l← maximum visibility level
for j in m do

for k = 0 to l do
c← the number of users who disclose profile item j at level k
u← the number of users who disclose profile item j at level h, where k ≤ h≤ l
if u = 0 then

s = log(n/u+1)
else if u = n then

if k = l then
s = log(n/u)

else if c = n then
s = log((n+u)/u)∗0.5

else
s = log(n/(n− c)∗ (c/u)

end if
else

s = log(n/u)
end if
β [k, j] = s

end for
end for
β = normalize(β [k, j])

4. EXPERIMENTAL EVALUATION

4.1 Datasets

In most privacy risk research, the dataset required for the experiment is generated via
a simulation or questionnaire form. It is impractical to generate a polytomous response
matrix from an actual dataset retrieved by crawlers, because approaches like crawlers
cannot determine the absolute accessibility of users to attribute values. For the evaluation
of our proposed model in this research, we employ synthetic datasets and a real-world
dataset published by Stanford Network Analysis Project (SNAP) [22].

For the synthesis dataset, we construct three polytomous response matrixes and three
dichotomous response matrixes representing the visibility levels of 10K, 20K and 30K
users for the 15 profile items, respectively [23]. In the case of polytomous matrices, a
random integer between 0 and 4 is generated as the visibility level for that user, and 0
or 1 in the case of dichotomous matrices. We divide the profiles items into two categor-
ies, the first one with standard format input, such as birthday(a1), email(a2), gender(a3),
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phone number(a4) and language(a5) , and the second one with free text items (multiple
values can be entered), such as interest(a6), address(a7), links(a8), educational back-
ground(a9), work(a10), life events(a11), family members(a12), relational status(a13), reli-
gious view(a14) and political view(a15). The granularity level for text items with fixed-
format input is set to zero granularity level (value of 0) if the visibility level is 0, and
to low granularity level (value of 1) if it is not. Similarly, if the visibility level is 0, the
granularity level is set to zero (value of 0), and if the visibility level is not 0, the gran-
ularity level is generated randomly at low, medium, and high granularity levels for the
characteristics of a free text item (values of 1,2, or 3).

For the real dataset [22], it builds the response matrix R in dichotomous form. In this
dataset, it contains a total of 8 profile items. Birthday(a1), gender(a2), hometown(a3),
language(a4), and location(a5) all have only one form, so the granularity for the filled
user is set to low granularity level (value of 1), whereas for the profile items which
contain multiple attributes, such as name(a6)(first name, last name, middle name), ed-
ucation(a7)(concentration, degree, school, type, year)and work(a8)(start date, end date,
from, location, position, projects), we define low granularity level (value of 1) if one is
filled, medium granularity level (value of 2) if two are filled, high granularity level (value
of 3) if three or more are filled, and zero granularity level(value of 0) if none are filled.

4.2 Experimental Results

Due to space constraints, we chose six users from the real-world dataset. The vis-
ibility level and granularity level (expressed as (gs) of the six users in the real-world
dataset are listed in Table 2, as are the privacy risk score calculated using the Naive ap-
proach [9] (name as PS naive), the Onder Coban method [20] (name as PS idf), and our
method. Fig. 1 illustrates six users’ privacy risk scores using three distinct ways. As can
be observed, our method achieves greater scores because we take the case of profile item
granularity level into account. In particular, for v1, his or her granularity levels for free
text items a6, a7 and a8 are all high granularity levels. Additionally, because v6’s granu-
larity levels are predominantly low, the privacy risk scores generated by the three methods
are similar. As a result, we deem that v1 has a more serious privacy breach than v6.

Table 2. Privacy risk scores obtained by three methods for visibility level and granularity
level(expressed as (gs)) on five standard format inputs and three free text items from six
users selected from real-world dataset.

User
Profile items Risk scores

a1 a2 a3 a4 a5 a6 a7 a8 PS naive PS idf our method
v1 1(g1) 0(g0) 1(g1) 1(g1) 1(g1) 1(g3) 1(g3) 1(g3) 1.7498 2.3413 5.9276
v2 1(g1) 0(g0) 0(g0) 1(g1) 1(g1) 1(g2) 1(g3) 1(g3) 1.4998 2.0068 5.1136
v3 0(g0) 0(g0) 1(g1) 0(g0) 0(g0) 1(g3) 1(g3) 1(g2) 0.9999 1.3379 3.6036
v4 1(g1) 1(g1) 0(g0) 0(g0) 0(g0) 1(g2) 1(g3) 1(g3) 1.2499 1.6724 4.3590
v5 1(g1) 1(g1) 0(g0) 1(g1) 1(g1) 0(g0) 1(g3) 1(g3) 1.4998 2.0068 4.9613
v6 0(g0) 0(g0) 1(g1) 1(g1) 0(g0) 0(g0) 1(g1) 1(g1) 0.9998 1.3379 3.0265

The ultimate goal of calculating the privacy risk score is to provide users with a
broad understanding of their privacy leakage risk on online social networks, and then to
mitigate that risk by changing the privacy policy or decreasing the profile items granularity
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Fig. 1. Six users’ privacy risk scores.

level, thereby improving users’ privacy protection awareness. We use v1 as an example
to demonstrate that users can change the profile items content in a reasonable manner to
reduce the granularity level and hence limit privacy leaks. As presented in Fig. 2, after
modifying the profile items content of v1’s free text item in accordance with Table 3 and
reducing its granularity level, the free text item attribute’s privacy risk score is greatly
lowered.

Table 3. Privacy score after a change in v1 profile item.
profile items name education work

before change

1(g3) 1(g3) 1(g3)
first name degree start date

middle name year from
last name school position

classes location
projects

after change
1(g1) 1(g1) 1(g1)

first name school position

We provide the above examples to help users better understand their privacy leakage
on online social networks, but there is no universal method of privacy protection that will
meet the needs of all users, as each user uses different online social platforms for different
purposes and requires varying levels of privacy protection. Thus, the primary objective
of this study is to cultivate and reinforce users’ privacy awareness through privacy risk
scores, and to prevent their information from being stolen by outsiders by educating users
about privacy protection from the start of their use of online social networks.

In the second experiment, we analyze the experimental results of the synthetic
dataset. Table 4 displays the visibility level and granularity level used by the five users
in the synthetic dichotomous and polytomous datasets, as well as the results for the three
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Fig. 2. Comparison of privacy risk scores before and after name,education and work change.

distinct privacy risk scores. We present only the profile items of the free text items here to
demonstrate the method’s effectiveness. As illustrated in Table 4, the privacy risk scores
derived by our method are greater because we take the granularity of data sharing into
account. Furthermore, the scores computed by the three approaches are generally greater
than those computed by the dichotomous response matrix for the multisubject response
matrix. In addition, it can be shown that the privacy risk scores calculated by PS naive
and PS idf are quite close, as the PS idf method utilizes the same visibility algorithm as
the PS nave method, and both methods ignore data sharing granularity.

Table 4. Privacy risk scores obtained by three methods for visibility level and granularity
level (expressed as (gs)) on synthese dataset.

User Profile items Risk scores
a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 PS naive PS idf our method

Dichotomous Response Matrix
v1 1(g2) 0(g0) 1(g3) 0(g0) 0(g0) 1(g2) 1(g3) 0(g0) 1(g1) 1(g3) 1.4999 2.0068 5.4800
v2 0(g0) 1(g1) 0(g0) 1(g3) 1(g3) 1(g3) 0(g0) 0(g0) 0(g0) 0(g0) 0.9999 1.3378 3.6604
v3 1(g1) 1(g1) 1(g1) 0(g0) 1(g1) 1(g3) 1(g1) 1(g2) 1(g1) 1(g2) 2.2498 3.0101 7.3289
v4 1(g1) 1(g1) 1(g3) 0(g0) 1(g1) 1(g2) 1(g3) 0(g0) 0(g0) 1(g3) 1.7498 2.3412 6.0815
v5 1(g1) 1(g3) 1(g2) 0(g0) 0(g0) 0(g0) 0(g0) 1(g2) 0(g0) 1(g1) 1.2499 1.6723 4.3092

Polytomous Response Matrix
v1 3(g1) 0(g0) 1(g3) 4(g2) 0(g0) 2(g1) 3(g3) 1(g2) 2(g1) 4(g3) 2.6358 1.2590 7.7353
v2 4(g3) 2(g3) 1(g1) 3(g1) 4(g3) 1(g3) 4(g1) 4(g3) 1(g3) 2(g1) 3.5605 1.8851 10.1149
v3 4(g3) 3(g1) 1(g1) 3(g1) 0(g0) 2(g1) 3(g1) 3(g1) 3(g3) 4(g3) 3.6277 1.6795 8.3229
v4 4(g1) 1(g2) 1(g3) 0(g0) 0(g0) 4(g1) 4(g1) 0(g0) 3(g2) 4(g1) 3.1015 1.7480 6.9560
v5 0(g0) 1(g1) 2(g2) 0(g0) 1(g1) 4(g3) 2(g1) 0(g0) 2(g1) 0(g0) 1.3596 0.6013 4.9447

Analysis of privacy score models can be done using a variety of statistical method.
As a result, in the last experiment of this work, we apply our method to the three di-
chotomous and three polytomous synthetic datasets previously, and then utilize Pearson
correlation coefficients [24] to determine the association between the two privacy scoring
methods above and our proposed privacy scoring model. The Pearson correlation coef-
ficient is used to describe the strength and direction of the relationship between two sets
of linear data. It is equal to the covariance of the two variables divided by the standard
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deviation of the two variables and is calculated as shown below,

ρX ,Y =
∑

n
i=1(Xi−µX )(Yi−µY )

σX σY
. (7)

The Pearson correlation coefficient values of the three different privacy scoring meth-
ods regarding each dataset is displayed in Table 5. As demonstrated by the experimental
results, the correlation between the two scoring techniques, PS naive and PS idf, is higher
since PS idf just provides a new way for calculating sensitivity based on the naive scoring
method and does not introduce a new dimension affecting privacy risk. Additionally, as
illustrated in Table 5, our method has a low correlation with naive and idf privacy scoring
methods, which is due to the fact that we include data sharing granularity as a component
of privacy scoring. And our method usually has a low correlation with other approaches
when calculating privacy risk scores from polytomous response data, indicating that the
granularity of data sharing has an effect on users’ privacy risk and should be considered
when computing privacy risk scores.

Table 5. Pearson correlation coefficient values between privacy risk scoring methods.
No. the number of users R matrix Method PS naive PS idf our method

1 10W

Synthetic polytomous
PS naive 1 0.973 0.751

PS idf 0.973 1 0.667
our method 0.751 0.667 1

Synthetic dichotomous
PS naive 1 0.998 0.906

PS idf 0.998 1 0.927
our method 0.906 0.927 1

2 20W

Synthetic polytomous
PS naive 1 0.971 0.764

PS idf 0.971 1 0.676
our method 0.764 0.676 1

Synthetic dichotomous
PS naive 1 0.993 0.915

PS idf 0.993 1 0.924
our method 0.915 0.924 1

3 30W

Synthetic polytomous
PS naive 1 0.982 0.733

PS idf 0.982 1 0.665
our method 0.733 0.665 1

Synthetic dichotomous
PS naive 1 0.996 0.912

PS idf 0.996 1 0.925
our method 0.912 0.925 1

4 1000 real-world dataset
PS naive 1 0.993 0.896

PS idf 0.993 1 0.903
our method 0.896 0.903 1

5. CONCLUSIONS

With the widespread popularity of online social networks in daily life and the ex-
plosive growth of users, the issue of data privacy protection on online social networks
has become an inevitable problem. The occurrence of several privacy breaches serves as
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a reminder to users that relying OSNs service providers alone is insufficient; users must
also raise their privacy awareness and take the initiative to secure their private data. In
this paper, we consider the concept of data sharing granularity, quantify it using cluster-
ing algorithms and sigmoid functions, and take into account sensitivity and visibility, two
traditional privacy risk scoring factors, to obtain a final privacy risk score for online social
network users. Based on experimental evaluations on real-world and synthetic datasets,
we conclude that the proposed approach enables users to assess the privacy risk associated
with their OSNs. With the privacy risk score, users can gain a more intuitive understand-
ing of their privacy breach status, and with a specific privacy score for each profile item,
users can choose which profile items to remove and hide or reduce the granularity value
of data sharing to reduce their privacy risk score according to their privacy needs.

In future research, we will investigate whether additional aspects impact to users’
privacy risk when utilizing online social networks and mathematically quantify them to
add to the privacy risk score, thereby expanding the privacy risk scoring framework. Ad-
ditionally, because there is no precise definition for evaluating the advantages of the scor-
ing methods, future study will explore how to quantify the efficacy of numerous privacy
scoring approaches.
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