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Multi-document summarization has obtained much attention in the research domain 

of text summarization. In the past, probabilistic topic models and network models have 

been leveraged to generate summaries. However, previous studies do not investigate dif-

ferent combinations of various topic models and network models. This paper describes an 

integrated approach considering both probabilistic topic models and network models. 

Two probabilistic topic models and four network models are investigated. We have con-

ducted experiments to evaluate the effectiveness of the proposed approach with the DUC 

2004-2007 datasets and make a systematic comparison between two representative topic 

models, PLSA and LDA. The results show that the PLSA-based network approach out-

performs the TF-IDF baseline on all datasets. Moreover, PLSA has better ROUGE per-

formance than LDA for multi-document summarization. 

 

Keywords: multi-document summarization, probabilistic topic models, network models, 

extraction-based summarization, performance evaluation  

1. INTRODUCTION 

Automatic multi-document summarization is a challenging problem that has otained 

significant attention in the research domain of text summarization [1-4]. Given a collec-

tion of related documents, the goal of multi-document summarization is to generate a 

concise summary containing important information as much as possible.  

The approaches of multi-document summarization can be mainly categorized into 

two classes: the abstractive approach and the extractive approach [5, 6]. The abstractive 

approach produces summaries that are paraphrased from the source documents. Most 

abstractive methods are knowledge-rich methods requiring abundant support from natu-

ral language processing and domain-specific ontologies [1]. On the contrary, the extrac-

tive approach generates a summary by selecting a subset of informative sentences from 

the source documents. Heuristic rules or learning models are leveraged to decide the im-

portance of the sentences. 

Although the output of the abstractive approach is much closer to the manual sum-

mary by human, the extractive approach has shown its prominence in multi- document 

summarization [5]. Recently, many extractive methods have been proposed [2]. For ex-

ample, a template-based method has been developed in SUMMONS [7, 8]. A cluster 

centroid-based method MEAD is proposed to compute the thematic importance of the 

sentences [9]. Graph-based methods have been investigated in various research studies, 

such as the cohesion-based approach [10], the affinity graph approach [11], LexRank [5], 
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and iSpreadRank [12]. Some studies deal with this problem as an optimization problem 

of selecting informative sentences using metaheuristic algorithms, such as the differential 

evolution (DE) approach [13]. 

Recently, network models have demonstrated their effectiveness in multi-document 

summarization [5, 12, 14-16]. Moreover, Latent topic models have been used to improve 

the summarization performance. A well-known Latent Dirichlet Allocation (LDA) model 

[17] has been discussed in many studies, e.g., [14, 15, 18-20]. Another topic model 

Probabilistic Latent Sematic Analysis (PLSA) [21] has also been discussed, e.g., [22]. As 

shown in [23, 24], both can achieve comparable performance in different tasks. However, 

these two models have their own shortcomings: the performance of LDA highly depends 

on its hyper-parameter settings and PLSA has the overfitting problem [23]. These studies 

motivate us to investigate the effectiveness of both PLSA and LDA with the network 

models in multi-document summarization. 

In this paper, we propose an extractive approach using probabilistic topic-based 

network models for multi-document summarization. Two representative topic models 

PLSA and LDA are investigated in deriving the latent topics of sentences. Then, four 

network models are explored in calculating the rank of the sentences according to their 

latent topic features. Finally, we adopt the CSIS (Cross-Sentence Information Subsump-

tion) [9] approach to reduce the semantic redundancy for summary generation. 

We have conducted experiments on the datasets of DUC 2004-2007 (Document 

Understanding Conferences). The results show that the proposed extractive approach can 

have high performance in most cases. The three main contributions of this work are: 

 

(1) A multi-document summarization approach based on the probabilistic topic-based 

network models is proposed. Two probabilistic topic models (PLSA and LDA) and 

four network models (Degree centrality, Normalized Similarity-based Degree cen-

trality, PageRank, and iSpreadRank) are investigated. 

(2) To the best of our knowledge, there has been no systematic comparison between 

PLSA and LDA for the multi-document summarization task. This work investigates 

their performance with the DUC 2004-2007 datasets. The results show that PLSA 

outperforms LDA by effectively capturing salient topics. 

(3) Comprehensive experimental studies are conducted with four DUC datasets. Compared 

with other state-of-the-art approaches on all datasets, the PLSA-based network ap-

proach can stably have high performance. 

 

The rest of the paper is organized as follows. Section 2 briefly reviews related work. 

Section 3 describes the details of the probabilistic topic models and the network models 

in the proposed approach. Section 4 presents the empirical results of the proposed ap-

proach and the comparisons with previous work. Finally, Section 5 concludes this paper.  

2. RELATED WORK 

Generic multi-document summarization has acquired much attention in the summa-

rization research field. A variety of extractive approaches exist for selecting the most 

salient sentences from a collection of topic-related documents [2]. In this section, we 

only review the previous studies that use the following two models: probabilistic topic 
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models and network models. More information about other related multi-document 

summarization approaches can be found in the related survey papers [2, 3].  

2.1 Probabilistic Topic-based Approaches 

For multi-document summarization, topicality of sentences has been explored in 

many past studies, such as [25, 26]. Recently, many approaches are devised by leverag-

ing modern probabilistic topic models derived from the Latent Semantic Index (LSI) 

model [27]. LSI is effective for information retrieval tasks because it uses singular value 

decomposition (SVD) to extract the latent semantics of documents by mapping a 

high-dimensional word-document matrix to a low-dimensional sematic space. However, 

LSI has significant computational overhead for SVD [28]. Moreover, LSI has statistical 

shortages because of the implicit Gaussian noise assumption for term frequencies [21].  

The Probabilistic Latent Sematic Analysis (PLSA) model [21] is proposed subse-

quently. In PLSA, a document is composed of latent topics, and each word wi has a top-

ic-specific word distribution P(wi|zk) associated with latent topic zk. Based on the maxi-

mization of the likelihood measures, it has better performance in extracting latent topic 

semantics. Recently, Hennig proposed a PLSA-based approach for query-focused mul-

ti-document summarization by extracting thematic features from queries, document titles, 

and narratives [29]. The experimental results show that PLSA can achieve outstanding 

ROUGE performance. 

The Latent Dirichlet Allocation (LDA) model is a generative probabilistic model 

[17]. Its Bayesian hierarchy consists of three levels: the word level, the document level, 

and the corpus level. Compared with PLSA, LDA introduces the Dirichlet priors to 

model the document-specific topic distributions and topic-specific word distributions. 

Therefore, it can be used to model the latent topic space for unseen documents. In [18], 

Arora and Ravindran propose an LDA-based approach for multi-document summariza-

tion. However, their approach assumes each sentence belongs to only one topic.  

In [19], a hybrid scheme is proposed using a hierarchical LDA model to extract sen-

tence topics and then a supervised learning model to generate rank scores for sentences. In 

this scheme, however, the inherited weakness of the supervised learning may limit the 

summarization performance while processing new documents with unseen topics. 

Xu, Liu, and Araki propose a hybrid topic model for multi-document summarization 

using the Hidden Topic Markov Model (HTMM) [30] to extract topics and decide the bi-

nary topic transition relationships with a surface texture model [31]. Then the topic transi-

tion model is leveraged to re-rank the sentences by considering their probability transitions. 

However, HTMM only considers local dependencies among topics. A new sentence can 

either continue the old topic or switch to a new topic. The global dependency is not consid-

ered. In addition, sentences are not allowed to have any topic transition.  

2.2 Network-based Approaches 

Due to the emerging development of network analysis techniques for Web, many 

multi-document summarization approaches leverage network models to rank the sen-

tences. For example, Erkan and Radev propose a graph-based approach called LexRank 

incorporating the PageRank model [32] to calculate the sentence salience to the latent 

topics [5]. Weighted cosine similarity graphs are constructed according to the similarity 
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measures of sentences. LexRank then computes the ranking score of a sentence by con-

sidering the similarity influences of its adjacent sentences. Mihalcea and Tarau further 

study the effectiveness of two Web ranking models, HITS [33] and PageRank, in a 

two-layer summarization framework for multi-document summarization [34]. They find 

that the layered framework of network models has very competitive summarization per-

formance to the state-of-the-art summarization systems. 

iSpreadRank adopts the Leaky Capacitor Model [35] to iteratively consider the 

spreading influences of the neighbor nodes in the graph [12]. As shown in [16], 

iSpreadRank centrality can get performance improvements over HITS and PageRank. 

Many link analysis algorithms, such as PageRank, can be illustrated as a Markov 

Random Walk model. In [36], Wu and Yang propose two graph-based models by lever-

aging the cluster information in the Conditional Markov Random Walk (ClusterCMRW) 

[37] model and the HITS algorithm (ClusterHITS). In ClusterCMRW and ClusterHITS, 

a two-layer link graph is constructed to employ the information of theme clusters pro-

duced by a clustering scheme. Three clustering algorithms are discussed: K-means, Ag-

glomerative clustering and Divisive clustering. Based on the DUC 2001-2002 datasets, 

both models can outperform the baseline MRW model. In [38], Fukumoto et al. improve 

the performance of ClusterCMRW by using the Spectral clustering algorithm on an 

NTCIR-3 dataset. In [39], Wu and Zhang propose CTSUM by leveraging the certainty 

information in a graph-based model. CTSUM outperforms ClusterHITS for the DUC 

2007 dataset. 

2.3 Topic-based Network Approaches 

In the past, several studies consider both topic models and network models for mul-

ti-document summarization. For ease of understanding the following literature review, S, 

Z, and W represent the sentences, the topics, and the words in the sentences, respectively. 

In [14], Gao et al. propose a topic-sentence bipartite graph approach in which the 

edges from sentences to topics represent the per-topic distributions P(Z|S) and the edges 

from topics to sentences are modeled with the average of word distributions P(W|Z). 

They use LDA to derive these distributions and HITS to calculate the salience scores of 

sentences. With the mutual reinforcement process of HITS, the importance scores of the 

sentences are adjusted according to the iteratively propagated influence scores of the 

topics. However, the per-sentence distribution P(S|Z) of each topic is calculated by ap-

proximating it with the average word distributions in the bipartite graph assuming that 

words are independent. Therefore, the influences of contextual correlations among words 

are neglected in this model. Moreover, a sentence with more common words will obtain 

a relatively large P(S|Z). 

Pei et al. propose two topic-oriented network models, ToHITS and ToPageRank, to 

derive the salience rank of sentences [15]. ToHITS is similar to the topic-sentence bipar-

tite graph approach of [14], but it only uses the average of word distributions P(W|Z) as 

the per-topic distributions P(S|Z) to model all edge weights. The influences of per-topic 

distributions P(Z|S) of sentences are not considered.  

ToPageRank first leverages the Topical PageRank model [20] to adjust the Pag- 

eRank score of each sentence on each topic by considering per-sentence distribution 

P(S|Z) in the random jump calculation, and then calculates the salience score of the sen-

tence by summing up all its PageRank scores on difference topics with document-based 
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topic weighting. Since the average of word distributions P(W|Z) is also used to approxi-

mate P(S|Z) in this model, the approximation has the same issues as the work of [14]. In 

addition, as the number of topics increases, ToPageRank needs more computation re-

sources to perform PageRank-like computations for each latent topic. 

3. SUMMARIZATION APPROACH 

This section describes the details of the proposed approach. The processing flow is 

first briefly overviewed. Then the topic-based representation is presented. Finally, dif-

ferent network models are described. 

3.1 Multi-document Summarization Process 

Fig. 1 illustrates the processing flow. All documents are first processed with generic 

text pre-processing techniques, such as tokenization, stop-word removal, and stemming, 

to extract feature vectors. The feature vector for sentence sj is represented in the bag- 

of-words model as sj =tf1,j,tf2,j,…,tfn,j where tfi,j is the term frequency of the ith term wi 

in the sentence sj. All these sentence feature vectors are included in a term-sentence ma-

trix TS for the following computation to extract topic-sentence relationships.  

 

 
Fig. 1. The processing flow for summary generation. 

 

The probabilistic topic model is then used to calculate the probability distribution 

P(zk|sj) for a latent topic zk given sentence sj. For sentence sj, its topic-based feature vector 

is thus P(z1|sj), P(z2|sj),…, P(zK|sj). In this work, we investigate two basic representative 

topic models, PLSA and LDA. These topic-based vectors are then used to calculate the 

topic-based connection relationships among the sentences. Fig. 2 illustrates the topic- 

based representation of the sentences in the documents. Each sentence is extracted from 

the document and represented as a vector of topic-based features. Finally, network mod-

els are employed to calculate the sentence scores according to these topic-based connec-

tion relationships. In this work, four network models are investigated: Degree centrality, 

Normalized Similarity-based Degree centrality, PageRank, and iSpreadRank. 

To generate the summary, CSIS (Cross-Sentence Information Subsumption) [9] is 

used to reduce the semantic redundancy. All semantically redundant candidate sentences 

are omitted in the summary generation process of CSIS.  

Text Preprocessing

Probabilistic Topic Model 

Representation

Network Model

Ranking

CSIS 

Sentence Selection

Documents

Summary
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Fig. 2. The topic-based representation of the sentences in the documents. 

 

3.2 Document Preprocessing  

 

In the proposed approach, each sentence is first converted into the corresponding 

feature vector sj =tf1,j, tf2,j,…, tfn,j following the generic preprocessing steps: tokeniza-

tion, stop-word removal, and stemming. In the tokenization step, only words consisting 

of al- phanumeric characters are kept. Then, the words in the stop-word corpus are re-

moved. The stop-word corpus is based on a public Onix stop-word list1. The remaining 

words are then stemmed using Porter stemmer.  

To avoid including sentences that are very short and unlikely included in the sum-

mary, a threshold LT is used to discard the sentences having less than LT words as [29]. 

The term frequency tf scores of the words are then computed for remaining sentences. 

For the document corpus D of the topic related documents, its corresponding term- 

sentence matrix TS contains all remaining sentences of D in which TSi,j is the term fre-

quency of the ith term wi in sentence sj. Given a topic number K, the document- specific 

topic distributions are derived from TS using the probability topic model. 

 

3.3 Latent Topic Extraction  

 

In this work, we study two probabilistic topic models: PLSA [21] and LDA [17]. 

They are two representative topic models achieving comparable performance in different 

tasks [23, 24]. However, each has its own shortcomings. Based on these previous studies, 

we investigate their effectiveness in the proposed network models. 

   

3.3.1 PLSA model 

 

In the original document-based PLSA model, a latent topic space Z={z1,..., zK} is 

introduced to calculate the co-occurrence distribution P(wi, dj) of a word wiW={w1,..., 

wM} and a document djD={d1,..., dN}. With the latent topic space Z, the joint probabil-

ity P(wi, dj) can be calculated as follows:  

( , ) ( ) ( | ) ( ) ( | ) ( | ) ,
k

i j j i j j i k k j

z Z

P w d P d P w d P d P w z P z d
 

    (1) 

where zk  Z is an unobserved topic, P(wi|zk) is the topic-specific word distribution, and 

Document Set

Sentence Space

Topic Space

1 http://www.lextek.com/manuals/onix/stopwords1.html 
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P(zk|dj) is the document-specific topic distribution. To determine P(zk|dj) and P(wi|zk) in 

Eq. (1), the log-likelihood function  

 ),( log),(
 


Dd Ww

wdPwdnL  (2) 

is maximized using the Expectation Maximization (EM) algorithm, where n(d,w) is the 

number of times w occurred in d. In the E-step, the posterior probability for the latent 

topic zk can be derived from the current estimates of the parameters: 

1

( | ) ( | )
( | , )  .

( | ) ( | )

i k k j

k i j K

i l l jl

P w z P z d
P z w d

P w z P z d





 (3) 

In the M-step, P(wi|zk) and P(zk|dj) are updated using the following equations: 

1

1 1

( , ) ( | , )
( | )  ,

( , ) ( | , )

N

j i k i jj

i k M N

j m k m jm j

n d w P z w d
P w z

n d w P z w d



 




 
 (4) 

1

1 1

( , ) ( | , )
( | )  .

( , ) ( | , )

M

j m k m jm
k j K M

j m l m jl m

n d w P z w d
P z d

n d w P z w d



 




 
 (5) 

The alternating iteration of the E-step and the M-step is a convergent procedure to ap-

proach a local maximum of the log-likelihood Eq. (2). This work uses PLSA to calculate 

the topic-based vector of sentence sj as P(z|sj)=P(z1|sj), P(z2|sj),…, P(zK|sj) by Eq. (5). 
 

3.3.2 LDA model 

 

Compared with PLSA, the Latent Dirichlet Allocation (LDA) model instead uses a 

conjugate Dirichlet prior to provide prior observations for topic zk sampled in a docu-

ment [17]. Both P(Z|S) and P(W|Z) are modeled with the Dirichlet priors  and , and 

hyper-parameters  and  of Dirichlet priors are introduced for P(Z|S) and P(W|Z), 

where i is the topic distribution of document di, and k is the word distribution of topic 

zk. In the original LDA model, the joint probability of a topic mixture , a set of M topics 

Z, and a set of M words W is expressed as: 

 

1
( , , | , ) ( | ) ( | ) ( | , ).

M

m m mm
P θ Z W P P z P w z     


   (6) 

 

Since the computation of the original LDA model is complicated, several approxi-

mate inference techniques can be used to speed up the computation. One commonly used 

approximate is Gibbs sampling [40]. After the estimation, the topic-document distribu- 

tion P(zk|dj) can be estimated with the Gibbs sample as: 

 

( )
( | ) ,

( )

j k

k j

j kk

n d z
P z d

n d z K










｜

｜
 (7) 
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where n(dj|zk) is the number of words in document dj that have been assigned to topic zk. 

In this work, we investigate the effectiveness of LDA by using Eq. (7) to alternatively 

calculate the LDA-based topic feature vector of sentence sj. 

 

3.4 Topic-based Network Models 

 

With the probabilistic topic models, all sentences have their own topic-based feature 

vectors. A topic-aspect network can be constructed to express the topic relationship of 

these sentences. We follow the similar hypothesis as addressed in LexRank and iSpread- 

Rank but in respect to the latent topic space: the sentences are said to be more salient in 

the latent topic space when their topic feature vectors are similar to many topic feature 

vectors of the other sentences. Therefore, network models are used to calculate the topic 

centrality score of each sentence.  

In the following sections, we first describe the network construction in the latent 

topic space. We thereafter discuss four network models for centrality computation.  

 

3.4.1 Topic-similarity graph construction 

 

Based on the extracted topic feature vectors, a complete topic-based graph G= (V, E) 

can be constructed in which nodes in V=S={s1,…, sN} are the topic feature vectors of the 

sentences and edges in E represent the relationships between a pair of sentences. How-

ever, from the aspect of topic-similarity, some edges can be ignored because their simi-

larity values are less significant.   

In this work, two kinds of similarity are considered separately to decide the exist-

ence of the edges. The first is the cosine similarity. For two sentences sj1 and sj2, the top-

ic-aspect cosine similarity is defined as: 

 

1 2

cosine 1 2

1 2

( | ) ( | )
( , ) ,

| ( | ) | | ( | ) |

j j

j j

j j

P z s P z s
sim s s

P z s P z s





 (8) 

 

where P(z|sj1) and P(z|sj2) are the topic-based feature vectors of sentence sj1 and sj2.   

The second considered similarity is the Jensen-Shannon (JS) divergence (DJS). Sin- 

ce JS-divergence is a symmetrized and smoothed version of the Kullback-Leibler (KL) 

divergence (DKL), the KL divergence is not discussed in this work. The JS-divergence 

similarity of two sentences sj1 and sj2 is defined as:  

 

JS 1 2 1 2

1 1
1 22 2

( , ) 1 ( || )

                     1 [ ( || ) ( || )],

j j JS j j

KL j jm KL j jm

sim s s D s s

- D s s D s s

 

 

 (9) 

where sjm=1/2(sj1+sj2) and the DKL is defined as:  

 

1

1 2 1

2

( | )
( || )  ( | ) log .

( | )

k j

KL j j k jk
k j

P z s
D s s P z s

P z s
   (10) 

These similarities are then ranked in decreasing order, and a threshold  is used to trim 

off the bottom % of edges with small similarities. If there are nodes having no con-
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nected edges, these isolated nodes are removed, because the sentences represented by 

these nodes are potentially irrelevant to other sentences. Therefore, we can get two top-

ic-similarity graphs Gcos and GJS for the following centrality computation.   

3.4.2 Centrality computation 

This work is similar as the previous study in [16] to discuss the network models for 

sentence centrality computation: degree centrality, normalized Similarity-based degree 

centrality, PageRank centrality, and iSpreadRank centrality. However, there are two ma-

jor differences between this previous study and our work. First, these network models 

are leveraged in this work to compute the sentence salience for the topic-similarity 

graphs, but the previous study discusses these network models for the sentence-similarity 

graphs. Second, this work does not discuss HITS centrality because of its poor perfor-

mance in the previous study.  

3.4.2.1 Degree centrality 

In a topic-similarity graph like Gcos or GJS, the degree centrality score (DC(sj)) of 

sentence sj is defined as the degree of the corresponding node in the topic-similarity 

graph (i.e., the topic vector P(z|sj)). A sentence has a high degree centrality score when 

the latent topics of this sentence are similar to the latent topics of many other sentences. 

This work does not discuss weighted degree centrality as studied in [16] because 

the weighted degree centrality is only an extension of degree centrality by considering 

the similarity weights of connected edges, not just the edge number. For the purpose of 

demonstrating the performance difference between the baseline network model and other 

advanced network models, using plain degree centrality can fulfill this purpose.  

3.4.2.2 Normalized similarity-based degree centrality 

In the aforementioned definition of degree centrality, one obvious drawback is that 

 this centrality does not consider the influences of the topic similarity. If the number of 

the connected nodes of a sentence is the same as another sentence, these two sentences 

have the same degree centrality score. 

To cope with this drawback, the topic-similarity scores can be leveraged as the sim-

ilarity weights of the edges. In addition, the similarity weight of an edge is normalized by 

considering the total similarity weight of the connected neighbor node. The normalized  

similarity-based degree centrality score (DCNS(sj)) of sentence sj is thus defined as:  

( )
( )  ,

( )
i, j

i,k

i, j

NS j

e E i,k

e E

w e
DC s

w e



 


 (11) 

where w(ei,j) is the topic-similarity weight of edge ei,j. In this work, two topic-similarity 

graphs Gcos and GJS are investigated. 

 

3.4.2.3 Pagerank centrality 

 

PageRank is a random walk model originally used to rank the Web search results [32].  
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In this work, we leverage PageRank to consider the semantic influences among sentences in 

the topic-similarity graphs. In this work, PageRank is applied to the undirected topic-simi- 

larity graphs because the cosine similarity and JS-divergence are all symmetric.   

The PageRank centrality score (PR(sj)) of sentence sj is thus defined as: 

,:

( )
( )  (1 ) ,

deg( )
j k

k
j

k e E k

PR sd
PR s d

N s 

     (12) 

where d is the damping factor which is typically 0.15, and deg(sk) is the degree of sk.  

 

3.4.2.4 iSpreadrank centrality 

 

iSpreadRank is a graph-based ranking mechanism to determine the sentence sali-

ence by considering the impact of the neighbor nodes based on the spreading activation 

model [12]. In [16], the iSpreadRank centrality demonstrates its performance superiority 

over other four studied centrality models.  

In this work, we also apply iSpreadRank to calculate the sentence salience scores. 

There are three stages in the iSpreadRank computation: (1) initialization; (2) inference;   

and (3) prediction. In the initialization stage, iSpreadRank prepares a topic-similarity 

matrix A for the topic-similarity graph G according to the similarity measure. In A,  

, ,

0     if 
 .

sim( , )     if 
i j j i

i j

i j
a a

s s i j


  



 (13) 

Then A is transformed to a stochastic matrix R in which  

,

,

,

 .
i j

i j

i kk

a
r

a



 (14) 

 

Since all isolated node have been removed from G,  
j jir 1, .  

In the inference stage, the matrix R is used to calculate the spreading influences of 

the neighbor nodes. The inference is an iterative process to update the activation status of 

nodes by considering the spreading influences. Let Vt in G represent the activation status 

of nodes at iteration t and V0 be the initial activation, Vt is calculated as: 

0 1, ,t t TV V MV M R    (15) 

where σ (0  σ < 1) is the decay factor to determine the propagation efficiency. It is as-  

signed to 0.7 as [12]. The elements of V0 are all initialized as 1 [16]. The termination 

condition of the iteration is reached when 

 
1| | ,t t

i ii
V V    (16) 

where =0.0001 is the threshold to control the termination condition. Finally, iSpread-

Rank centrality scores are all decided according to the iterative computation of Eqs. (15) 

and (16). In the prediction stage, the scores are then ranked. 
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3.5 Summary Generation 

 

Two issues need to be concerned for summary generation. The first is the size of the 

summary. This is decided according to the compression rate R, which is the ratio of the 

summary length over the source length. The second is how to avoid that the summary 

includes sentences having redundant information. CSIS [9] is used for these two issues.  

Fig. 3 shows the CSIS algorithm. Each sentence has a corresponding topic-salience 

score in each network model. The sentence sc with the top score is the candidate sentence. 

In CSIS, a similarity threshold CR is used to decide whether sc is semantically redundant 

to any sentence sj selected in the summary. With CSIS, all semantically redundant can-

didate sentences will be discarded. In this work, CR is 0.7 as the previous studies [9, 16]. 

 
Input: a rank list L of sentences 
Output: the summary Sum  
Initialize: 
 set Sum =  
Summarize: 
 while the required compression rate R is not met 
      sc  the candidate sentence having the highest score in L 

if
Rjc

Sums
Csssim

j




),(max  

          add si to Sum 
else  

          omit si 
      endif 

remove si from L 
   output the summary Sum 

Fig. 3. The CSIS algorithm for summary generation. 

4. EXPERIMENTS 

To evaluate the performance of the proposed summarization approach, we have 

conducted empirical experiments on four official DUC (Document Understanding Con-

ference) datasets. We discuss two issues in the experiments. First, we investigate the 

influence of different configurations of the proposed approach. Second, we explore the 

effectiveness of the proposed approach by comparing it with previous work.  

 

4.1 Datasets and Evaluation Metrics 

 

We used the official 2004-2007 DUC datasets in the experiments. Table 1 shows  

the details of the datasets. 

Table 1. The details of the experimental datasets. 

 DUC 2004 DUC 2005 DUC 2006 DUC 2007 

# of collections 50 50 50 45 

# of document/collection 10 25-50 25 25 

Summary length 665 bytes 250 words 250 words 250 words 
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For performance evaluation, this work uses the Recall-Oriented Understudy for 

Gisting Evaluation (ROUGE) toolkit 1.5.5 [41, 42]. ROUGE has been used widely in 

many studies since its first use in DUC 2004. It measures recall-based scores using 

n-gram co-occurrence statistics between the generated summary and a set of reference 

summaries, such as the scores for the 1-gram, 2-gram, 3-gram, 4-gram, and longest 

common substring units. In this paper, the ROUGE-1 (unigram-based), ROUGE-2 (bi-

gram-based), and ROUGE-SU4 (skip-bigrams of 4) performance of the proposed proba-

bilistic topic-based network models are measured to show their characteristics. However, 

we mainly discuss the ROUGE-1 performance of the proposed approach and previous 

work, because the ROUGE-1 measure has been shown to have high correlation with 

human assessments in the past studies [41, 42].  

The ROUGE toolkit has many parameters in performance evaluation. For example, 

we use the parameter settings “-e data -c 95 -b 665 -x -m -n 1” to calculate 

ROUGE-1 scores for DUC 2004, where “b 665” indicates that the maximum length of 

the summary is 665 bytes, and “-m” specifies the usage of stemming. The parameters 

“-e data -n 1 -x -m -u -c 95 -r 1000 -f A -p 0.5 -t 0” are used to 

calculate ROUGE-1 scores for DUC 2005-2007. These settings follow the settings of 

DUC 2004-2007 competition requirements. 
 

4.2 Results and Discussion 
 

In the experiments, we have investigated two topic models, PLSA and LDA, com-

bined with four network centrality models: Degree centrality (Degree), Normalized Sim-

ilarity-based Degree centrality (NSDC), PageRank centrality (PageRank), and iSpread-

Rank centrality (iSpreadRank). In the PLSA implementation in Java using the EM algo-

rithm with random initialization, we notice that the initialization influences PLSA. 

Therefore, we avoid this problem by averaging 5 random initializations as pointed in [29, 

43]. For LDA, we use MALLET 2.0.7 with default hyper-parameters =topic number/50 

and =0.01 [44].  

We also implemented a baseline according to [16] in which each sentence is ex-

pressed as a TF-IDF vector and four centrality scores are calculated respectively. In the 

baseline model, only Cosine similarity is used with a similarity threshold St to decide the 

existence of links. If sim(si,sj)  St, the edge eij is considered in the network-based cen-

trality computation. The parameter configurations for all models are shown in Table 2. 

Most of the settings follow the previous studies [5, 9, 16, 29, 32]. 

Fig. 4 shows the ROUGE-1 scores of the 16 various configurations of the proposed 

approach for DUC 2004. Only DUC 2004 is presented to demonstrate the characteristics 

of different topic models and network models due to the length consideration.  

Table 2. Parameter configurations in the experiments. 
Topic Number K=8,16,32,64,128,256 [29] 

Bottom Topic Similarity Threshold  = 5%,10%,15%,20%,25% 

Similarity Threshold in Baseline St =0.1 [5] 

Damping Factor d = 0.15 [32] 

Decay Factor σ = 0.7 [16] 

iSpreadRank Termination Control  = 0.001 [45] 

CSIS Redundancy Threshold CR = 0.7 [9, 16] 



SUMMARIZATION USING PROBABILISTIC TOPIC-BASED NETWORK MODELS 

 

1625 

 
(a) PLSA with Cosine similarity.            (b) PLSA with JS similarity. 

 
 (c) LDA with Cosine similarity.              (d) LDA with JS similarity. 

Fig. 4. The ROUGE-1 recall scores for DUC 2004 using PLSA and LDA with Cosine and JS simi-

larity. 

 

Tables 3-6 show the best ROUGE-1 scores of the 16 various configurations of the 

proposed models for DUC 2004-2007 and the corresponding ROUGE-2 and ROUGE- 

SU4 scores. The highest scores are in a bold type.  

Table 3. The best ROUGE-1, ROUGE-2, and ROUGE-SU4 scores of the proposed pro- 

babilistic topic-based network models and the baseline for DUC 2004. 

 ROUGE-1 ROUGE-2 ROUGE-SU4 

Baseline 

(TFIDF+Network) 

TFIDF-Degree-Cos 0.35792 0.08350 0.12419 

TFIDF-NSDC-Cos 0.35375 0.07224 0.11614 

 
TFIDF-PageRank-Cos 0.36575 0.08517 0.12569 

TFIDF-iSpreadRank-Cos 0.37028 0.09004 0.12966 

PLSA+Network 

PLSA-Degree-Cos 0.38440 0.09010 0.13395 

PLSA-Degree-JS 0.37621 0.08037 0.12752 

PLSA-NSDC-Cos 0.37878 0.08472 0.13024 

PLSA-NSDC-JS 0.38494 0.08768 0.13397 

PLSA-PageRank-Cos 0.38426 0.08853 0.13402 

PLSA-PageRank-JS 0.37832 0.07998 0.12840 

PLSA+Network 
PLSA-iSpreadRank-Cos 0.38087 0.08297 0.13020 

PLSA-iSpreadRank-JS 0.38701 0.09277 0.13668 

LDA+Network 
LDA-Degree-Cos 0.31493 0.04577 0.09246 

LDA-Degree-JS 0.30864 0.04409 0.09068 



CHENG-ZEN YANG, JHIH-SHANG FAN AND YU-FAN LIU 

 

1626 

 

Table 3. (Cont’d) The best ROUGE-1, ROUGE-2, and ROUGE-SU4 scores of the propos- 

ed probabilistic topic-based network models and the baseline for DUC 2004. 

 

LDA-NSDC-Cos 0.31616 0.04786 0.09453 

LDA-NSDC-JS 0.31305 0.04536 0.09294 

LDA-PageRank-Cos 0.31933 0.05102 0.09615 

LDA-PageRank-JS 0.31474 0.04658 0.09336 

LDA-iSpreadRank-Cos 0.31490 0.04502 0.09351 

LDA-iSpreadRank-JS 0.31539 0.04519 0.09395 

 

Table 4. The best ROUGE-1, ROUGE-2, and ROUGE-SU4 scores of the proposed pro- 

babilistic topic-based network models and the baseline for DUC 2005. 

 ROUGE-1 ROUGE-2 ROUGE-SU4 

Baseline 

(TFIDF+Network) 

TFIDF-Degree-Cos 0.36376 0.06735 0.12291 

TFIDF-NSDC-Cos 0.36293 0.06161 0.11849 

TFIDF-PageRank-Cos 0.36685 0.06707 0.12352 

TFIDF-iSpreadRank-Cos 0.36725 0.06824 0.12425 

PLSA+Network 

PLSA-Degree-Cos 0.38510 0.07269 0.13239 

PLSA-Degree-JS 0.38060 0.06700 0.12834 

PLSA-NSDC-Cos 0.37368 0.06276 0.12402 

PLSA-NSDC-JS 0.38576 0.07155 0.13279 

PLSA-PageRank-Cos 0.38456 0.07145 0.13221 

PLSA-PageRank-JS 0.38049 0.07217 0.13092 

PLSA-iSpreadRank-Cos 0.37473 0.06389 0.12393 

PLSA-iSpreadRank-JS 0.38628 0.07248 0.13316 

LDA-Degree-Cos 0.32134 0.03942 0.09609 

LDA-Degree-JS 0.31900 0.04140 0.09718 

LDA-NSDC-Cos 0.31873 0.04035 0.09585 

LDA-NSDC-JS 0.32380 0.04404 0.09986 

LDA-PageRank-Cos 0.32476 0.04144 0.09832 

LDA-PageRank-JS 0.32223 0.04134 0.09789 

LDA-iSpreadRank-Cos 0.31752 0.03826 0.09618 

LDA-iSpreadRank-JS 0.32130 0.04137 0.09768 

 

Table 5. The best ROUGE-1, ROUGE-2, and ROUGE-SU4 scores of the proposed pro- 

babilistic topic-based network models and the baseline for DUC 2006. 

 ROUGE-1 ROUGE-2 ROUGE-SU4 

Baseline 

(TFIDF+Network) 

TFIDF-Degree-Cos 0.39414 0.08573 0.14106 

TFIDF-NSDC-Cos 0.39491 0.07935 0.13639 

TFIDF-PageRank-Cos 0.39934 0.08582 0.14207 

TFIDF-iSpreadRank-Cos 0.39749 0.08493 0.14054 

PLSA+Network 

PLSA-Degree-Cos 0.41315 0.08642 0.14696 

PLSA-Degree-JS 0.40721 0.08526 0.14323 

PLSA-NSDC-Cos 0.41296 0.08748 0.14743 

PLSA-NSDC-JS 0.41218 0.08740 0.14729 
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Table 5. (Cont’d) The best ROUGE-1, ROUGE-2, and ROUGE-SU4 scores of the propos- 

ed probabilistic topic-based network models and the baseline for DUC 2006. 

 PLSA-PageRank-Cos 0.41355 0.08629 0.14703 

PLSA-PageRank-JS 0.40662 0.08437 0.14276 

PLSA-iSpreadRank-Cos 0.41172 0.08795 0.14708 

PLSA-iSpreadRank-JS 0.41143 0.08753 0.14740 

LDA+Network 

LDA-Degree-Cos 0.35658 0.05789 0.11399 

LDA-Degree-JS 0.35159 0.05497 0.10977 

LDA-NSDC-Cos 0.35204 0.05603 0.11152 

LDA-NSDC-JS 0.35232 0.05388 0.11080 

LDA+Network 

LDA-PageRank-Cos 0.35561 0.05780 0.11280 

LDA-PageRank-JS 0.35185 0.05441 0.11046 

LDA-iSpreadRank-Cos 0.35350 0.05494 0.11132 

LDA-iSpreadRank-JS 0.35181 0.05519 0.11063 

 

Table 6. The best ROUGE-1, ROUGE-2, and ROUGE-SU4 scores of the proposed pro- 

babilistic topic-based network models and the baseline for DUC 2007. 

 ROUGE-1 ROUGE-2 ROUGE-SU4 

Baseline 

(TFIDF+Network) 

TFIDF-Degree-Cos 0.41382 0.09872 0.15507 

TFIDF-NSDC-Cos 0.41187 0.09092 0.14818 

TFIDF-PageRank-Cos 0.41560 0.09723 0.15387 

TFIDF-iSpreadRank-Cos 0.41419 0.09693 0.15350 

PLSA-Degree-Cos 0.42890 0.10150 0.15860 

PLSA-Degree-JS 0.42878 0.10375 0.16078 

PLSA-NSDC-Cos 0.42889 0.10153 0.15933 

PLSA-NSDC-JS 0.43313 0.10556 0.16345 

PLSA-PageRank-Cos 0.42800 0.10516 0.16069 

PLSA-PageRank-JS 0.43043 0.10499 0.16155 

PLSA-iSpreadRank-Cos 0.42793 0.10065 0.15916 

PLSA-iSpreadRank-JS 0.43024 0.10295 0.16164 

LDA-Degree-Cos 0.37304 0.06734 0.12415 

LDA-Degree-JS 0.36873 0.06559 0.12329 

LDA-NSDC-Cos 0.36831 0.06374 0.12244 

LDA-NSDC-JS 0.36931 0.06704 0.12272 

LDA-PageRank-Cos 0.36804 0.06132 0.12068 

 LDA-PageRank-JS 0.36827 0.06621 0.12236 

LDA-iSpreadRank-Cos 0.36756 0.06450 0.12139 

LDA-iSpreadRank-JS 0.36726 0.06611 0.12204 

 

From the results, we can have two observations. First, although PLSA may have 

overfitting problems, PLSA outperforms LDA in all configurations of the network mod-

els and the similarity models, and achieves the best ROUGE-1 performance for all DUC 

2004-2007 datasets. As we manually investigate the topic distributions calculated by 

PLSA and LDA, we find that the distributions of the PLSA topics have significant vari-

ances. Many topics conveying salient information for summarization can be discrimi-
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nated. In contrary, the distributions of the LDA topics do not have significant differences. 

Therefore, many topic-based vector nodes decided by LDA are close in the network 

models. The deficit of the topic discriminative capability of LDA thus makes the net-

work models consider more insignificant sentences. The investigation shows that PLSA 

has better topic discriminative capability than LDA for the multi-document summariza-

tion task. Moreover, the performance of TFIDF is better than that of LDA because of the 

same situation. One possible reason for the poor performance of LDA may be because it 

severely suffers from the data sparsity problem existing in short text [46]. However, this 

problem is mitigated in PLSA for DUC datasets because PLSA may capture more details 

of the topic distributions due to its maximum-likelihood characteristics. A similar obser-

vation has been noticed for the short text problem [47]. In that work, PLSA achieves 

better performance than the simple bag-of-word model for short text when the number of 

the training documents is small. 

Second, the performance also shows that these four network centrality models can 

be classified into two classes: the degree-based and the topic-similarity-based. The De-

gree and PageRank centrality models belong to the degree-based class, and NSDC and 

iSpreadRank are in the topic-similarity-based class. When PLSA is used as the topic 

model, NSDC and iSpreadRank have stable and close ROUGE-1 performance for vari-

ous similarity thresholds; Degree and PageRank have very close but unstable perfor-

mance. Although these network models have unstable ROUGE-1 performance in LDA, 

the models of the same class have similar performance patterns. 

 

(1)Anwar, 51, was arrested Sept. 20 under the Internal Security Act, which allows indefinite detention without trial, after two weeks of rallies around Malaysia at which he called for government reform and Prime Minister Mahathir Mohamad's resignation. 

(2)Anwar was fired by Prime Minister Mahathir Mohamad on Sept. 2 after the two differed on economic policy. 

(3)Mahathir fired Anwar on Sept. 2 from his posts as deputy prime minister and finance minister, saying he was morally unfit for office. 

(4)On Sept. 2, Malaysia’s Prime Minister Mahathir Mohamad fired Anwar, calling him morally unfit for office. 

(5)“I told them that I don't have to see my husband. 

(a)TFIDF-iSpreadRank-Cos. 

(1)Anwar, 51, was arrested Sept. 20 under the Internal Security Act, which allows indefinite detention without trial, after two weeks of rallies around Malaysia at which he called for government reform and Prime Minister Mahathir Mohamad's resignation. 

(2)On Sept. 2, Malaysia's Prime Minister Mahathir Mohamad fired Anwar, calling him morally unfit for office. 

(3)Anwar was fired by Prime Minister Mahathir Mohamad on Sept. 2 after the two differed on economic policy. 

(4)Jailed, beaten and facing trial on 10 sexual misconduct and corruption charges, ousted Deputy Prime Minister Anwar Ibrahim is a political underdog in Malaysia. 

(5)Anwar said police beat him in custody. 

(b) PLSA-iSpreadRank-JS. 

(1)At least two ASEAN leaders, Philippine President Joseph Estrada and Indonesian President B.J. 

(2)Munawar Ahmad Aness, a friend and speech writer of Anwar Ibrahim, pleaded guilty to the charges last month, allegedly confessing to having sex with the political dissident. 

(3)Anwar, 51, was arrested Sept. 20 under the Internal Security Act, which allows indefinite detention without trial, after two weeks of rallies around Malaysia at which he called for government reform and Prime Minister Mahathir Mohamad's resignation. 

(4)Pillai, who runs a popular website on local politics, isn't surprised by the aggressive march toward cyberspace. 

(5)Malaysian journalist M.G.G. 

(c) LDA-iSpreadRank-Cos. 

Fig. 5. The generated summary examples of three probabilistic topic-based network models for the 

article set d30011t in DUC 2004. 

 

Fig. 5 shows the generated summary examples of three probabilistic topic-based 

network models for the article set d30011t in DUC 2004: TFIDF-iSpreadRank-Cos, 

PLSA-iSpreadRank-JS, and LDA-iSpreadRank-Cos. The order of the sentences in each 
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generated summary is ranked according to their topic-salience scores in CSIS. The re-

sults show that TFIDF-iSpreadRank-Cos and LDA-iSpreadRank-Cos select some sen-

tences that convey less information about the news, such as the fifth sentence in LDA- 

iSpreadRank-Cos. In contrary, the sentences generated by PLSA-iSpreadRank-JS are 

more pertinent to the news. 

In order to illustrate the effectiveness of the proposed probabilistic topic-based 

network models, Table 7 shows the ROUGE-1 performance comparison of the proposed 

models with previous summarization schemes. In the table, the configuration PLSA- 

iSpreadRank-JS is used for performance comparison on all datasets because it achieves 

the best performance in DUC 2004 and 2005. Moreover, the best PLSA configurations 

for DUC 2006 and 2007, PLSA-PageRank-Cos and PLSA-NSDC-JS, are also included 

for comparison.  

 

Table 7. Performance comparison of the proposed probabilistic topic-based network 

models with previous schemes for DUC 2004-2007. 
Dataset Systems ROUGE-1 

DUC 2004 

Best Machine in DUC 2004 (SID=65) 0.38224 (5) 

Runner-up Machine in DUC 2004 (SID=104) 0.37443 (8) 

Third-place Machine in DUC 2004 (SID=35) 0.37430 (9) 

Top score of LexRank [5] 0.3830 (4) 

Top score of iSpreadRank [12] 0.38068 (6) 

DUC 2004 

Bi-PLSAS [48] 0.38853 (1) 

Cai & Li [49] 0.37475 (7) 

Pos+iSpreadRank [16] 0.38634 (3) 

PLSA-iSpreadRank-JS 0.38701 (2) 

DUC 2005 

Best Machine in DUC 2005 (SID=15) 0.38036 (5) 

Runner-up Machine in DUC 2005 (SID=4) 0.37910 (6) 

Third-place Machine in DUC 2005 (SID=17) 0.37362 (7) 

Bi-PLSAS [48] 0.36028 (9) 

TopicAffinityRank1 [11] 0.38354 (4) 

DESAMC+DocSum [13] 0.3937 (2) 

Cai & Li [49] 0.36451 (8) 

MA-MultiSumm [50] 0.4001 (1) 

PLSA-iSpreadRank-JS 0.38628 (3) 

DUC 2006 

Best Machine in DUC 2006 (SID=24) 0.40980 (5) 

Runner-up Machine in DUC 2006 (SID=12) 0.40488 (7) 

Third-place Machine in DUC 2006 (SID=23) 0.40440 (8) 

Bi-PLSAS [48] 0.39384 (9) 

DESAMC+DocSum [13] 0.4345 (1) 

Cai & Li [49] 0.40581 (6) 

MA-MultiSumm [50] 0.4195 (2) 

PLSA-PageRank-Cos 0.41355 (3) 

PLSA-iSpreadRank-JS 0.41143 (4) 

DUC 2007 

Best Machine in DUC 2007 (SID=24) 0.45258 (1) 

Runner-up Machine in DUC 2007 (SID=15) 0.44508 (2) 

Third-place Machine in DUC 2007 (SID=4) 0.43417 (3) 

Cai & Li [49] 0.41622 (7) 
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Table 7. (Cont’d) Performance comparison of the proposed probabilistic topic-based 

network models with previous schemes for DUC 2004-2007. 

 

CTSUM [39] 0.43101 (5) 

Hybrid-TM [31] 0.381 (8) 

PLSA-NSDC-JS 0.43313 (4) 

PLSA-iSpreadRank-JS 0.43024 (6) 

 

Table 7 presents the top 3 participating systems for DUC 2004-2007, in which SID 

is the peer code numbers of the participants. The bold numbers show the highest 

ROUGE-1 scores of these systems. The ROUGE-1 data of the compared schemes are 

obtained directly from the corresponding reports or papers. The number between paren-

theses is the ranking of each scheme in Table 7. 

Because the ROUGE-1 performance has been shown to have high correlation with 

human assessments than other ROUGE metrics in the past studies [41, 42], this paper 

compares the ROUGE-1 performance of the proposed probabilistic topic-based network 

models with previous approaches for DUC 2004-2007. As shown in Table 7, the pro-

posed probabilistic topic-based network models consistently achieve high ROUGE-1 

performance for all datasets. Moreover, the proposed probabilistic topic-based network 

models outperform the best DUC-participating systems for DUC 2004-2006. Although 

Bi-PLSAS has the top performance for DUC 2004, the proposed approach outperforms 

Bi-PLSAS in DUC 2005-2006. Although the proposed approach takes the third place in DUC 

2005-2006, both DESAMC+DocSum and MA-MultiSumm are two evolutionary-based 

optimization schemes which need a large number of evaluations of the objective functions or 

complicated parameter tuning. For DUC 2007, the proposed approach outperforms other re-

cently devised summarization schemes.  

5. CONCLUSIONS 

Automatic multi-document summarization is a challenging problem that has otained 

significant attention in the research domain of text summarization. Probabilistic topic 

models and network models have demonstrated their effectiveness in multi-document 

summarization [5, 12, 14-16, 18, 19, 30]. However, only few studies discuss the integra-

tion of two models [14, 15], and they all consider only LDA with two popular network 

models, PageRank and HITS. 

This paper proposes an extractive approach considering both probabilistic topic 

models and network models to generate the summary. Two probabilistic topic models 

and four network models are investigated. Comprehensive experimental studies are con-

ducted with the DUC 2004-2007 datasets. The experimental results show that the PLSA- 

based network approach outperforms the TF-IDF baseline approach on all datasets. A sys-

tematic comparison between two representative topic models (PLSA and LDA) is also 

conducted. The results show that PLSA outperforms LDA by effectively identifying cru-

cial topics for the datasets. Compared with other state-of-the-art approaches on all da-

tasets, the PLSA-based network approach can stably have high performance.  

In our future work, more experiments will be conducted on other datasets to vali-

date the generalization of the proposed probabilistic topic-based network approach. En-

hancements based on the proposed approach will be also investigated. 
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