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Schizophrenia screening and risk assessment is critical to social harmony and stability
as well as personal health and growth. Based on audio data from 179 schizophrenia conva-
lescent patients, this paper proposes a Support Vector Machine (SVM) based schizophrenia
screening and risk assessment framework utilizing network physical isolation within a pri-
vate cloud for user privacy protection. We first design a network security strategy based
on wireless sensor network using network physical isolation technology within a private
cloud to ensure the absolute security of users’ personal privacy. We further exploit the one-
class classification technique to formulate the schizophrenia screening decision process as
an SVM model. Extensive experiments are conducted to illustrate the schizophrenia screen-
ing performance of the proposed SVM based screening framework in terms of accuracy. We
also investigate the related authentication efficiency issues in terms of the usability to audio
contents and the scalability to the number of audio features.

Keywords: schizophrenia screening, wireless sensor networks, SVM, network physical iso-
lation, privacy protection

1. INTRODUCTION

Schizophrenia is a serious mental disorder, which can lead patients to interpret reality
in an abnormal way. Schizophrenia also may lead to hallucinations, delusions and some
extreme confusion of thinking and behavior, affect the daily life of patients, and cause
disability. Extensive research shows that early detection and screening of schizophrenia
patients can effectively control and manage schizophrenia, and prevent the adverse ef-
fects of schizophrenia patients on society, family and themselves. Notice that by now
there is still a lack of effective early schizophrenia screening methods and techniques
for schizophrenia, making the schizophrenia screening a challenging issue in screening
and management of mental diseases. Meanwhile, notice that the study of schizophre-
nia screening usually involves a vast number of users, and personal privacy information
(such as name, address, audio data and basic questionnaires) of these users is collected,
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stored and transmitted, making the efficient user privacy protection an urgent problem to
be solved in such study.

It is notable that for the special mental diseases, early screening and recognition
of schizophrenia through voice, behavior and facial expression of users are of particular
interest for screening and management of such a mental disease. On one hand, com-
pared with the traditional scale screening method, early screening and identification of
schizophrenia through voice, behavior and facial expression of users are more efficient
and objective, and can counter users’ intentional incompatibility. On the other hand, us-
ing user voice and other features for early screening and evaluation of schizophrenia can
continuously accumulate large data and feature libraries such as the voice of schizophrenia
patients, and promote the use of deep learning, big data analysis and other new technolo-
gies to develop new screening methods for mental disorders. More importantly, the usage
of the advanced network physical isolation technology can effectively protect the personal
privacy of users while conducting early screening and recognition for schizophrenia.

By now, some research efforts have been devoted to the study of schizophrenia
screening and user privacy protection, based on biological and behavioral characteris-
tics of users (e.g., facial emotion and vocal expression characteristics). The authors
in [1] show that facial emotion defect is one of the most common cognitive disorders,
which has been widely studied in various mental diseases, especially schizophrenia. They
also summarize facial emotion cognition of schizophrenia patients and investigate some
schizophrenic recognition modeling methods. In [2], the authors indicate that verbal and
facial emotional information is less consistent in schizophrenia and facial and verbal emo-
tional information is less accurate. In addition, facial encoding studies for schizophrenia
have shown a general reduction of facial action responsivity in schizophrenia patients.
The authors in [3] demonstrate that voice atypicalities have been a characteristic for
schizophrenia since its first definitions, and voice atypicalities may represent a marker
of clinical features and social functioning in schizophrenia. The literature [4] focuses
on schizophrenic patientn identification and investigate whether the observed changes in
speaking behavior and voice sound characteristics were caused by long-term neurolep-
tic treatment. A set of 12 acoustic variables automatically assessed in a standardized
experimental setting allowed an almost perfect discrimination between schizophrenic pa-
tients and normal subjects. In [5], the authors show that medical data are in general
highly privacy sensitive and thus proper protection on privacy and secure data aggre-
gation/compression are also highly expected in medical data processing. Nevertheless,
the existing sensor acquisition technology and data management technology pay less at-
tention to the protection of medical data privacy. The authors in [6] demonstrate that
the application of electroencephalogram (EEG) raises privacy concerns, as EEG contains
sensitive health and mental information. They propose an augmentation-based source-
free adaptation classification approach, which only uses the source model parameters for
motor imagery classification instead of the raw EEG data, thus protecting the privacy of
the source domain.

It is notable, however, the schizophrenia screening based on machine learning faces
dual technical challenges of screening model efficiency and user privacy protection. On
one hand, the above available schizophrenia screening methods lack the extraction of fine-
grained features of the voice of schizophrenia patients and an effective screening model
for schizophrenia. On the other hand, the existing schizophrenia screening lacks data
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collection and network management technologies with high privacy protection functions.
Our results in this work indicate that by exploiting the audio features of the schizophrenia
patients and the network physical isolation technology, we can not only provide a full
characterization of schizophrenia patients, but also significantly improve the performance
of privacy protection. The main contributions of this paper are summarized as follows:

• We first provide extensive experiment results to demonstrate that the audio features
of the schizophrenia patients exhibit a good discriminability and stability in screen-
ing and recognition of schizophrenia.

• By exploring network physical isolation technology, we design a network security
strategy based on wireless sensor network within a private cloud to ensure the ab-
solute security of users’ personal privacy.

• By modeling the schizophrenia screening as an SVM-based one-class classification
process, we develop a schizophrenia screening framework, which can quickly de-
termine and identify schizophrenic patients, and the determination results can be an
important reference for professional doctors and clinical practice.

• Finally, experiment results are provided to illustrate the schizophrenia screening
performance of the proposed authentication framework in terms of accuracy. The
related screening efficiency issues like the usability to the audio contents, the sen-
sitive to audio features, are also investigated.

2. PROPOSED AUTHENTICATION FRAMEWORK

As shown in Fig. 1, this paper proposes a Support Vector Machine (SVM) based
schizophrenia screening and risk assessment framework utilizing network physical isola-
tion within a private cloud for user privacy protection. We first design a network security
strategy based on wireless sensor network using network physical isolation technology
within a private cloud to ensure the absolute security of users’ personal privacy. We fur-
ther exploit the one-class classification technique to formulate the schizophrenia screen-
ing decision process as an SVM model. Finally, we demonstrate the effectiveness of the
proposed method through extensive experiments.

2.1 Privacy Protection Based on Network Physical Isolation Within A Private
Cloud

In order to ensure the absolute security of users’ personal information and voice data
during the schizophrenic screening processes, we adopt a physical isolation mechanism
to protect personal privacy of users. Physical isolation refers to the technical means of
using physical methods to isolate the internal network from the external network to avoid
the risk of intrusion or information leakage. Physical isolation is mainly used to solve net-
work security problems, especially in confidential networks that require absolute security.
As shown in Fig. 2 when trusted network (private networks for schizophrenia screening) is
connected to the Internet, in order to prevent attacks from the Internet and ensure the con-
fidentiality, security, integrity, non-repudiation and high availability of these high-security
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Fig. 1. The processes of the proposed authentication approach for schizophrenic screening (identi-
fication).

networks, we use security gatekeeper technology to perform physical isolation of trusted
network (intranet) and untrusted network (extranet). The security gatekeeper technology
based on physical isolation is a new type of security technology, which can prevent known
or unknown attacks against the network layer and operating system layer, and provide a
secure, real-time data exchange environment between the internal and external networks
while physically separating the internal network from the external network. In addition to

Fig. 2. Privacy protection based on network isolation mechanism.

the physical partition, the security gatekeeper can also allow the secure exchange of data,
resources and information between trusted and untrusted networks. As shown in Fig. 2,
the biggest benefit of a security gatekeeper is that the physical partition keeps the trusted
network secure while allowing online real-time access to the untrusted network. The se-
curity gatekeeper connects the two networks at a high speed through the network switch
at the physical link level, which physically determines that it is impossible for the user
to maintain a stable link between the two networks. In this way, the user’s application
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is still transparent, but the underlying transport has been completely changed. Indeed, it
is entirely possible that a hacker compromised an external application server. But, due
to the single connectivity of the switch, he/she cannot use the security gatekeeper as a
springboard to connect to the service network of the classified network, which fundamen-
tally guarantees the security of the classified network and thus achieves absolute security
of user privacy for schizophrenic screening.

2.2 Communication Network Module

In practical applications of our schizophrenic screening framework, we deploy the
application of schizophrenic screening in the untrusted network (as shown in Fig. 2),
which facilitates the wide-scale application and promotion of the screening model. There-
fore, the user audio data to be screened is transmitted to the cloud server center through
wireless access communication network and IP-based core network. The IP-based core
network is mainly used for long-distance optical fiber transmission and backbone net-
work communication, and usually has a higher communication rate. Generally, wire-
less communication protocols for access communication networks include ZigBee (IEEE
802.15.4), Bluetooth (IEEE 802.15.1), Wi-Fi (IEEE 802.11) and 3G/4G/ 5G. In the un-
trusted network of our proposed framework, ZigBee is excluded because most smart-
phones do not support such a protocol at present. The communication distance between
smart devices required for Bluetooth is between 10 meters and 100 meters. Due to in-
sufficient communication rate and communication distance of Bluetooth communication,
it is not suitable for transmission of large amount of audio data in schizophrenia screen-
ing. Therefore, Bluetooth communication can only be used when it is unavoidable. Wi-Fi
is critical for mobile devices interaction with cloud services. Compared with Bluetooth,
the communication distance, communication rate and stability of Wi-Fi are far superior
to those of Bluetooth. So, the proposed schizophrenic screening framework mainly uses
Wi-Fi communication to realize the collection and transmission of audio data from users
to be screened.

For some scenarios where Wi-Fi is not available, we adopt cellular network to
achieve fast data interaction between mobile terminals and cloud services. Recently, full
Wi-Fi coverage has not been achieved, and additional overhead may be incurred when
using a cellular network for data transmission. Due to additional overhead, some users
may not participate in mobile crowd sensing, especially for non-data-plan users. There-
fore, inspired by researches [7], we use the communication model based on the cellular
network to resolve the problem of energy consumption and load balancing. As shown in
Fig. 3, the specific communication process is as follows. First, we initialize base stations
for audio data collection, and allow participants who are data-plan users can apply to be-
come temporary base station nodes. Second, among the base stations within the allowed
communication range, the participant chooses the base station with the shortest distance
to submit the sensing data (i.e., audio data used for schizophrenic screening). In this case,
Bluetooth and Wi-Fi are the most commonly used communication media. Finally, base
station nodes forward all collected data to the cloud service center through one or multiple
hops. We can see that our communication model can reduce the energy consumption of
audio data transmission and balance the load of cellular network while encouraging users
to participate in mobile crowd sensing.
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Communication between participants and base stations

Communication between base stations

Participant

Base station

Fig. 3. Communication model in cellular network.

2.3 Raw Data Collection and Preprocessing for Schizophrenic Screening

We develop an application to collect audio data of patients with schizophrenia during
rehabilitation in Chuzhou Second People’s Hospital, which is a special hospital for mental
disorders and has accommodated a large number of schizophrenic patients. Please refer
to Section 3.1 for specific audio data acquisition process in our work.

Note that the interference from background noise and invariable magnetic fields is
commonly a constant, while user voice signal values are usually time-varying variables.
Similar to that in [8], we also adopt a Kalman filtering [9] to estimate the voice signal
value. Constant noise from the environment of data collection attached to voice signal
component can be reduced and even eliminated through Kalman filtering. Initial raw data
directly collected from voice sensors (which are built in the mobile devices) always exists
multiple peaks and other interference points due to the non-stationary noise during data
collection. The non-stationary noise is in general caused by electromagnetic interference
(e.g., changing current and magnetic field, radio frequency signals) and man-made inter-
ference (e.g., collision, jitter, and accidental touch on mobile devices). In this paper, we
leverage wavelet de-noising to not only reduce the non-stationary noise and interference,
but also retain the intrinsic feature of raw sensor data [8, 10].

In Fig. 4 we provide the comparison of initial signal, Kalman filtered signal and
wavelet denoised signal. We can see from Fig. 4 that constant noise and non-stationary
noise during data collection can be effectively reduced through Kalman filtering and
wavelet de-noising.
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Fig. 4. Raw data preprocessing for schizophrenic screening; (a) Initial raw voice data; (b) Kalman
filtered voice signal; (c) Wavelet denoised voice signal.

2.4 Feature Extraction

To obtain fine-grained characteristics of audio for each object (e.g., potential schizo-
phrenic) to be screened to accurately identify people with schizophrenia utilizing the user
voice data, we extract 9 features from audio data including Short-time Zero-crossing Rate
(St-ZCR), Spectral Centroid (SC), Root-mean-Square Energy (RMSE), Sharpness (Sh),
Spectral Flatness (SFs), Spectral Flux (SFx), Fundamental Frequency (FF), Loudness
(Lo), Mel-scale Frequency Cepstral Coefficients (MFCC). For brevity, we user F1 ∽ F9

to denote the above 9 audio features, respectively. Specifically, we use FSh, FFF, FLo
and FMFCC to denote the Sharpness, Fundamental Frequency, Loudness, and Mel-scale
Frequency Cepstral Coefficients of the voice signal, and according to [11–16] we can
obtain expressions of FSh, FFF, FLo and FMFCC, respectively.

St-ZCR is the number of times a frame of speech signal waveform crosses the hor-
izontal axis. Generally, the zero-crossing rate of high-frequency speech is high, and the
zero-crossing rate of low-frequency speech is low, so the St-ZCR is an effective parameter
to distinguish unvoiced (most energy is concentrated in high frequency) and voiced (most
energy is concentrated in low frequency). We use FSZ to denote the St-ZCR of a speech
signal, and FSZ is given by

FSZ =
1

2

N∑
m=1

|sgn(Xn(m))− sgn(Xn(m− 1))|, (1)

where Xn represents the n-th audio data frame signal with N being the length of the
frame signal. sgn(·) is the symbolic function, and sgn(·) is written as

sgn(x),

 = 1, x > 0,
= 0, x = 0,
= −1, x < 0.

(2)

We use FSC and FRS to denote the Spectral Centroid and Root-mean-Square Energy of
the audio data frame signal Xn, respectively, then FSC and FRS can be given by

FSC =

N∑
m=1

(m+ 1)Xn(m)

N∑
m=1

Xn(m)

, (3)
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FRS =

N∑
m=1

(m+ 1)Xn(m)

N∑
m=1

Xn(m)

. (4)

Spectral flatness is a parameter that quantizes the similarity between signal and noise.
The speech spectrum tends to peak in the fundamental frequency and harmonic, while the
noise spectrum is relatively flat. The greater the flatness of the signal, the greater the
possibility that the signal is noise. Let FSFs denote Spectral flatness of the audio data
frame signal Xn, and we have

FSFs =

N

√
N∏

m=1
Xn(m)

1
N

N∑
m=1

Xn(m)

. (5)

To quantize the degree of variation between adjacent frames of an audio signal, we use
FSFx to denote the Spectral Flux of the audio data frame signal Xn, and FSFx is written as

FSFx =
N∑

m=1

(
xn(m)

N∑
j=1

Xn(j)

− Xn−1(m)
N∑
j=1

Xn−1(j)

)2. (6)

2.5 One-class SVM Classification

Similar to the classifier adopted in [17–19], we use one-class SVM algorithm accord-
ing to Schölkopf to obtain a function denoted by f which takes the value +1 in a “small”
region for capturing as many data points in the extracted sample space as possible, while
excludes points that are not in the feature space. In particular, let X be the feature space
of voice data from schizophrenic patients, and X be an element of such space. We con-
sider X = (x1, x2, · · · , xL) with xl representing the l-th attribute of voice data from
schizophrenic patients (samples) and l = 1, 2, · · · , L. Since the data points in feature
space X can’t be separated by a straight line, we lift feature space X to a feature space F ,
where there can be a straight hyperplane that separates the data points of one class from
an other. For simplicity, we use Φ be the feature map, and we have Φ = {X → F}.
Use feature space map Φ, the dot product in the image of Φ can be computed by a kernel
function K. In this paper, we use Gaussian Radial Base Function to compute the mapped
dot product in Φ, and K is given by

K(x, y) = exp

(
−∥x− y∥2

2σ2

)
, (7)

where σ is a kernel parameter of K and ∥x− y∥ is the support vector type regularization
term for the dissimilarity measure.

Base on the map Φ = {X → F}, we can map the voice data from schizophrenic
patients into the feature space F corresponding to the kernel function K. To perform
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one-class classification for screening out possible schizophrenic patients, we need to find
the function f(·) which takes the value +1 for positive sample points (e.g., schizophrenic
patients in X ) in a “small” region for capturing as many data points in X as possible,
and –1 for the other sample points (e.g., not belonging to positive sample points). In this
paper, we separate the dataset in X from the origin by solving the following quadratic
program:

min
ω, ξi, ρ

1

2
∥ω∥2 + 1

νL

L∑
i=1

ξi − ρ (8)

subject to:
(ω · ϕ(xi)) ≥ ρ− ξi, for i = 1, · · · , L,

ξi ≥ 0, for i = 1, · · · , L, (9)

where ξi is a nonzero slack variable and is employed to penalize the objective function;
∥ω∥ is the support vector type regularization term; ν is trade-off between f containing the
number of positive samples and the size of the ∥ω∥ value; ω and ρ are two parameters for
characterizing the hyperplane f(·).

We adopt Lagrange multipliers to solve the proposed minimization problem in Eqs.
(8) and (9) (with quadratic programming). For a new sample (user) Xu = (xu

1 , x
u
2 , · · · ,

xu
L) to be screened, we determine if Xu belongs to class +1 or –1 by

f(xu) = sgn((ω · Φ(xi))− ρ) = sgn(

L∑
i=1

αiK(xu, xi)− ρ), (10)

where α are the Lagrange multipliers and every αi > 0 is weighted in the decision func-
tion and thus “supports” the machine.

3. EXPERIMENT AND ANALYSIS

3.1 Performance Metrics and Data Acquisition

In this paper, we adopt classification accuracy as a metric for performance evaluation
of the proposed schizophrenia screening method. To evaluate the effectiveness and stabil-
ity of the proposed schizophrenia screening method in practical applications, we develop
an application to collect audio data of patients with schizophrenia during rehabilitation
in Chuzhou Second People’s Hospital, which is a special hospital for mental disorders
and has accommodated a large number of schizophrenic patients. In particular, we select
four paragraphs from the Chinese textbooks, and they are from the Chinese Textbooks
of 1st grade of elementary school, 3rd grade of elementary school, 6th grade of junior
high school and 2nd grade of high school, respectively. For the for paragraphs (audio
contents), we control the audio duration of each piece of content to be 15s (calculated
according to the speech rate of a normal person). Then we select 179 schizophrenic pa-
tients(volunteers) and require them to read the four paragraphs respectively. Finally, we
can collect 4 audio data for each schizophrenic patient, namely audio section 1, audio
section 2, audio section 3 and audio section 4.
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Ideally, For each user we can get 4 audio data segments of length 15s. However,
considering that there is a lot of noise in the first 2 seconds of audio data and the data in
the last 2 seconds is often blank, we delete the data in the first 2 seconds and the last 2
seconds to ensure the availability of samples. To investigate the effect of audio time on
schizophrenia screening, we further sliced the 3-12s audio data as 3-6s, 6-9s and 9-12s.

3.2 Sensitive to Audio Contents

To illustrate the accuracy of schizophrenia screening for the proposed method, we
show in Fig. 5 that for audio slices = {case1: 3-12s, case2 :3-6s, case 3: 6-9s, case
4: 9-12s}, how the classification accuracy of the one-class classifier varies with the
proportion of training samples. Fig. 5 shows clearly that for all the 4 voice sections, the
accuracy for schizophrenia screening using the whole 3-12s (e.g., w/o slice) outperforms
the others in terms of accuracy while schizophrenia screening using voice slices 6-9s
(case 3) and 9-12s (case 4) obtains worse screening performance. It indicates that
utilizing a longer audio for schizophrenia screening usually leads to a more accurate
schizophrenia screening effect.
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(c) Audio section 3

20 30 40 50 60 70 80 90 100

Proportion of Sample(%)

0

5

10

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

90

95

100

A
cc

u
ra

cy
(%

)

case1:3-12s

case2:3-6s

case3:6-9s

case4:9-12s

(d) Audio section 4
Fig. 5. The accuracy of schizophrenia screening for the proposed method; (a) The accuracy of
schizophrenia screening using audio section 1; (b) The accuracy of schizophrenia screening using
audio section 2; (c) The accuracy of schizophrenia screening using audio section 3; (d) The accuracy
of schizophrenia screening using audio section 4.
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Specifically, for the 4 audio sections, in case 1 the accuracy of schizophrenia screen-
ing is not less than 91.5%, 70.1%, 91.8% and 88.6%, respectively, and the accuracy of
schizophrenia screening is always not less than 90% when the proportion of training sam-
ple is greater than 40%. However, in case 3 and case 4, the accuracy of schizophrenia
screening is almost all lower than 90% for the 4 audio sections, and their accuracy curve
fluctuates greatly along with the varying of proportion of training samples. Another obser-
vation from Fig. 5 is that for the 4 audio sections, the accuracy of schizophrenia screening
in case 2 is very close to case 1, while the required audio data length of case 2 (3s) is
much less than that of case 1 (9s). It indicates that when the audio length collecting from
the object to be screened is relatively long, we can obtain a significant improvement in
the authentication performance in terms of accuracy, but a too large audio length might
not be cost efficient since using more audio data in the training and authentication phases
will lead to a long screening time without yielding a significant schizophrenia screen-
ing performance enhancement. Therefore, it is wise to select a suitable audio length for
various schizophrenia screening applications with different authentication performance
requirements.

3.3 Sensitive to Audio Features

To evaluate the scalability to the number of features for the proposed schizophrenia
screening method, we traverse the combinations of different features (e.g., F1 ∼ F9) for
the extracted audio features, and demonstrate that for a relatively small user space size,
5 audio features might be enough to effectively perform schizophrenia screening. We
present in Fig. 6 the impact of number of features on schizophrenia screening performance
in terms of accuracy with proportion of training samples varying from 20% to 100%. As
observed from Fig. 6, the schizophrenia screening in terms of accuracy is greater than
90% and the accuracy is relatively stable under different proportion of training samples
in both 3-12s (as shown in Fig. 6(a)) and 3-6s (as shown in Fig. 6(b)) scenarios, thus the
proposed schizophrenia screening approach exhibits a good discriminability and stability
for lower dimensions features.
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Fig. 6. The scalability to the number of features for schizophrenia screening; (a) Different features
combinations for audio length = 3-12s; (b) Different features combinations for audio length = 3-6s.
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In addition, we can see from Fig. 6(a) and Fig. 6(b) that the accuracy of each com-
bination of 5 features increases as proportion of training sample increases, and there is
an optimal combination of 5 features which can obtain optimal performance in terms
of accuracy for both audio length equaling to 3-12s and 3-6s. In particular, for the fea-
ture combination [F1 + F2 + F5 + F7 + F9] in Fig. 6(a) and the feature combination
[F1 + F4 + F5 + F8 + F9] in Fig. 6(b), as proportion of training sample increases from
20% to 100%, the accuracy increases from 88.8% to 99.8% and from 82.6% to 99.5%,
respectively, while the accuracy of other combinations in Fig. 6(a) and Fig. 6(b) the accu-
racy rate does not increase significantly and there are large fluctuations and noise. Thus,
according to different schizophrenia screening requirements, jointly utilizing 5 dimen-
sional feature combination is helpful for maintaining a better authentication accuracy in
practical applications of schizophrenia screening.

4. CONCLUDING REMARKS

By exploiting the fine-grained voice features and network isolation privacy protec-
tion, we proposed a novel schizophrenia screening and risk assessment method for po-
tential schizophrenic. The proposed approach can effectively assess the risk of patients
with schizophrenia during rehabilitation. The screening results, quantitative indicators
and risk values can provide important reference for professional doctors and important
data support for clinical diagnosis and treatment. We also demonstrated that the new
schizophrenia screening method enables a flexible screening performance control to be
achieved by adjusting the system parameters like the audio contents and the number of
audio features. Thus, the proposed schizophrenia screening method is expected to serve as
a good enhancement and complement to the traditional schizophrenia screening solutions.
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