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Many dialogue models have been proposed to learn the language model from the in-

put queries for answering user requests. However, most models are not proposed for cus-

tomer support services. Some shed light on answering user queries in a customer support 

system; however, they do not consider domain or emotion features implicitly hidden in 

user queries. In this study, we propose a deep learning framework to automatically answer 

user queries of customer support services. The proposed framework extracts domain and 

emotion features from user queries and then incorporates the extracted features into a gen-

erative adversarial networks model to generate the response to an input query. The ex-

tracted domain features may reveal user needs while the extracted emotion features may 

show the emotions implicitly hidden in the input queries. Therefore, the proposed model 

can better understand user requests and generate better responses. The experimental results 

show that our proposed framework outperforms the comparing methods and can generate 

better responses for user queries. Our framework may help companies provide 24/7/365 

customer support services with less effort.      

 

Keywords: generative adversarial networks, deep learning, attention mechanism, latent Di-

richlet allocation model, customer support services 

 

 

1. INTRODUCTION 
 

Customer support services are essential for businesses to maintain high satisfaction 

and gain customer loyalty. With good customer support services, companies may be able 

to better understand customer needs and build long-term relationships with customers. 

However, it is time-consuming and inefficient to gather user feedback with human re-

sources. A report from Forbes shows that the average cost of a Twitter response could be 

reduced to 1/6 when a company switches the service from traditional calls to call channels 

on online platforms.1 In addition, a study of Marketing Land indicates that 72% of con-

sumers expect a response within an hour while complaining to a brand on Twitter.2 

As the form of customer support services has gradually changed from offline phone 

calls to online platforms, customers’ expectations for online customer support, such as 

quick responses and all-day services, have been steadily growing.3 To reduce the cost of 

customer support services while maintaining service quality, many companies have devel-

oped chatbots for providing round-the-clock services to fulfill customer needs. However, 

Received February 5, 2022; revised April 29, 2022; accepted May 30, 2022.  
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1 How to Use Twitter for Customer Service, https://www.forbes.com/sites/shephyken/2016/04/30/how-to-use-
twitter-for-customer-service/#18afd1eb49f2. 

2 72% of People Who Complain on Twitter Expect a Response Within an Hour, https://marketingland.com/study-

72-of-consumers-expect-brands-to-respond-within-an-hour-to-complaints-posted-on-twitter-63496. 
3 Why Customer Service Needs to Be Faster than Ever, https://www.shopify.com/enterprise/94678726-the-

need-for-speed-why-customer-service-needs-to-be-faster-than-ever. 
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many chatbots are hand-coding, with predefined template rules of responses for some que-

ries [16, 17, 19, 29]. Thus, these chatbots cannot cover all the queries and learn domain 

knowledge from user queries. 

On the other hand, many deep learning dialogue models [2, 13-15, 18, 20-25, 28, 31, 

33, 34] have been proposed to learn the language model from the input queries for answer-

ing user questions. However, most models do not consider emotion and domain features. 

Some studies added an additional feature to their models. Prior studies [11, 22, 34] embed-

ded emotions into their models to capture users’ feelings. Ghazvininejad et al. [6] extracted 

the external facts relevant to user queries from Foursquare and embedded them into their 

model for answering the queries on Twitter. Jiang et al. [12] extracted the world knowledge 

from Wikipedia and then proposed a model to consider the utterance subject drifts. How-

ever, these models are not proposed for customer support services and do not consider the 

domain and emotion features. The domain features may reveal user needs while the emo-

tion features may indicate user emotions hidden in user queries. Therefore, these models 

may be not good for customer support services. 

For customer support services, Xu et al. [27] applied the seq2seq model to generate 

the response to a user query. Hu et al. [9] presented a model by incorporating three manu-

ally-labelled tones into their model for generating a tone-aware response. However, it may 

be time-consuming and require considerable human effort to annotate the training data. 

Therefore, we propose a framework to automatically extract emotion and domain features 

from user queries and incorporate both features into the proposed model to generate a re-

sponse for better meeting user needs. 

Generative adversarial networks (GAN) have demonstrated good performance in 

modeling real data distributions and generating synthetic data that are highly similar to real 

data [8]. They have been well applied in many applications, such as dialogue models [15], 

image generation [32], text generation [10, 29], and age progression [26]. In this study, 

based on GAN, we propose a deep learning framework to automatically answer user que-

ries in customer support services. The proposed framework contains three phases. First, 

we employ the latent Dirichlet allocation (LDA) model [3] to extract a sequence of domain 

feature vectors for each query. Next, we employ the SenticNet 5 sentiment dictionary [5] 

to derive a sequence of emotion feature vectors for each query. Finally, based on the ex-

tracted domain and emotion feature vectors, we propose a GAN-based model to automat-

ically generate the response to an input query.  

The contributions of this study are summarized as follows. First, based on GAN, we 

propose a dialogue model for customer support services by considering domain knowledge 

and emotions in user queries. Our model can automatically extract domain and emotion 

features from user queries. The extracted domain features may reveal user needs while the 

extracted emotion features may show user feelings hidden in the query. Incorporating these 

two features into our model can generate better responses. Next, our study has advanced 

the literature by incorporating state, domain and emotion attention mechanisms into a dia-

logue model. We believe that this extension can broaden the applications as well as enrich 

the research on understanding user requests in dialogue systems. Last, our proposed frame-

work can help companies automatically answer users’ requests and provide 24/365 cus-

tomer support services with less effort. 

The rest of this paper is organized as follows. We survey the related literature in Sec-

tion 2 and then present our proposed framework in Section 3. Next, we evaluate the per-
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formance of the proposed framework in Section 4. Finally, concluding remarks and future 

work are made in Section 5. 

2. RELATED WORK 

Many dialogue generation methods [16, 17, 19, 29] have been proposed. These meth-

ods can be classified into the following two categories: rule-based and retrieval-based [27]. 

Ritter et al. [19] developed a statistical machine translation model, a rule-based model, for 

generating a response to reduce the restrictions of word-based translation. Misu et al. [16] 

proposed a rule-based model by using pre-existing query-response pairs to generate the 

most relevant response. Yu et al. [30] used a retrieval-based model to calculate the score 

of each response in the pre-existing dialogue database and retrieve the response with the 

highest score to answer the input query. Nakano and Komatani [17] used an expert selec-

tion module to select experts for managing various types of dialogues, where each expert 

had different dialogue knowledge. These models require human experts to manually define 

rules, keywords and matching methods of generating the responses. Therefore, they can 

only deal with predefined cases and be difficult to extend for specific tasks. 

On the other hand, many deep learning dialogue models have been proposed. Sutsk-

ver et al. [24] built a sequence to sequence (seq2seq) model by using an encoder to trans-

form a user query into a representation and a decoder to decode the transformed represen-

tation for generating a response. Shang et al. [21] used a recurrent neural network (RNN) 

to model dialogue generation in short conversations of a microblogging style such as Twit-

ter. Serban et al. [20] presented a hierarchical encoder-decoder framework for dialogue 

generation and demonstrated that pretraining word embeddings can improve the perfor-

mance of response generation. To avoid generating dull, irrelevant, and repetitive sen-

tences, Li et al. [13] used the maximum mutual information [1] between the input query 

and the response to reduce the generic responses. Su et al. [23] proposed a restaurant dia-

logue system based on the reinforcement learning approach. Nuruzzaman and Hussain [18] 

presented a dialogue model for the insurance industry. Zhang et al. [31] used user attributes 

to collect relevant responses for building a personalized task-oriented dialogue system. Li 

et al. [14] solved the misalignment problem in the seq2seq model by using the dialogs 

simulated by two virtual agents, which rewarded the generated sequences with a predefined 

reward function. Based on GAN, Li et al. [15] built a dialogue model. Belainine et al. [2] 

presented an encoder-decoder framework with a multidimension attention mechanism for 

dialogue generation. Wang et al. [25] proposed an information-enhanced hierarchical self-

attention network to answer user queries. Yan et al. [28] developed a framework to incor-

porate the unsupervised translation alignment to learn the shared information between dif-

ferent languages for training multilingual question-answering mapping and generation. 

Zhao et al. [33] presented a weighted heterogeneous graph-based dialogue system for dis-

ease diagnosis. However, these models do not consider domain knowledge and emotions 

implicitly hidden in user queries. 

Some studies incorporate an additional feature into their models to enrich the diversity 

of generated responses. Zhou et al. [34] added an emotion embedding to generate a re-

sponse. Song et al. [22] extended the seq2seq model with a lexicon-based attention mech-

anism to increase the probability of emotion words being generated. Huang et al. [11] 
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proposed a dialogue model to express prespecified emotions in the responses and showed 

that their proposed model, called Enc-att, outperformed the comparing models. Although 

those models consider emotions in user queries, they do not consider domain knowledge, 

which can be used to generate responses for better meeting user needs. In addition, 

Ghazvininejad et al. [6] presented a model to answer user queries on Twitter by embedding 

the external facts into their model, where the external facts were relevant to the domain 

features of user queries and extracted from another platform such as Foursquare. Jiang et 

al. [12] proposed a model to consider the utterance subject drifts by facilitating knowledge 

selection and incorporation in a dialogue system, where the knowledge was retrieved from 

Wikipedia. However, the external facts extracted from Foursquare and the knowledge re-

trieved from Wikipedia may be not good for customer support services.  

For customer support services, Xu et al. [27] applied the seq2seq model to generate 

the response to a user query. Hu et al. [9] presented a model by incorporating three tones 

(i.e., passionate, empathetic and neutral tones) into their model for generating a tone-aware 

response. Since the tones are manually labeled, it may be time-consuming and require con-

siderable human effort to annotate the data. Table 1 shows the differences between our 

framework and prior models. 

 

Table 1. Differences between our framework and prior models. 

 CSS EF DF GAN 

[27]     

[6, 12]     

[9]     

[11, 22, 34]     

[15]     

Ours     

Note: CSS stands for customer support services, EF for emotion features, DF for 

domain features, and GAN for generative adversarial networks. 

3. THE PROPOSED FRAMEWORK 

In this section, we propose a framework to automatically answer user requests in cus-

tomer support services, where each request may contain multiple turns of queries and re-

sponses, and can be represented as a dialogue thread (thread hereafter). Fig. 1 shows an 

example thread, where a human agent suggests a solution to resolve the user request, and 

“direct messages” are sent by the human agent and can only be seen by the intended recip-

ient. We call the responses generated by the human agent real responses. 

The proposed framework contains three phases, as shown in Fig. 2. First, we employ 

the LDA model [3] to cluster user queries into various topics, derive a domain feature 

vector for each word, and generate a sequence of domain feature vectors for each query. 

Next, we employ the SenticNet 5 sentiment dictionary [5] to generate a sequence of emo-

tion feature vectors for each query. Finally, based on the generated domain and emotion 

feature sequences, we propose a GAN-based model to automatically generate the response 

to an input query. 
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Fig. 1. An example thread. 

 

 
Fig. 2. The proposed framework. 

 

3.1 Domain Features 

 

For each query, we remove stop words, lemmatize the inflected forms of words and 

save the remaining words as a document. Then, we employ the LDA model to build a topic 

model for these documents. After the topic model is built, each word has a probability 

belonging to each topic and is represented as a domain feature vector, where the ith element 

of the vector denotes the probability of the word belonging to the ith topic. 

Next, we represent each query as a domain feature sequence, (d1, d2, …, dM), where 

M is the number of words in the query. dj is the domain feature vector of the jth word of 

the query if the jth word is not a stop word, and is a null vector otherwise, 1  j  M. Note 

that we do not remove any stop words while generating the domain feature sequence so 

that each domain word in the query can be aligned with its domain feature vector, where 

the domain feature vector of each stop word is represented as a null vector. 

Fig. 3 shows an example of generating a domain feature sequence for a query, “For-

got my password.” The query is lemmatized into “forget my password” and then converted 

into a domain feature sequence by the LDA model, where the number of topics is 5. “forget” 

is represented as a domain feature vector, (0, 0, 0.873, 0.073, 0.054), where its probability 

belonging to each topic is 0 to the first and second topics, 0.873 to the third, 0.073 to the 

fourth, and 0.054 to the fifth. Since “my” is a stop word, it is represented as a null vector. 

“password” is represented as (0, 0.043, 0.91, 0, 0.047). The domain feature sequence of 

the query is the sequence formed by these three domain feature vectors. 



TING-YI KUO AND ANTHONY J. T. LEE 

 

676 

 

 
Fig. 3. Example of deriving a domain feature vector sequence. 

 

3.2 Emotion Features 

Next, we employ the SenticNet 5 sentiment dictionary [5] to derive an emotion feature 

sequence for each query, where each emotion word is denoted by its primary mood and 

five sentiment attribute values, namely, “polarity,” “pleasantness,” “attention,” “sensitiv-

ity,” and “aptitude.” “polarity” stands for positive or negative favor of the word, “pleas-

antness” for the user’s happiness towards the service provided, “attention” for the user’s 

interest in the provided information, “sensitivity” for the user’s comfort with the interface, 

and “aptitude” for the user’s willingness to use the application [4]. 

SenticNet 5 classifies moods into 8 categories, namely, “admiration,” “surprise,” 

“fear,” “disgust,” “sadness,” “joy,” “anger,” and “interest.” Thus, each emotion word can 

be represented by a 13-dimensional emotion feature vector, where the first eight elements 

in the vector represent the one-hot encoding of eight moods, which denotes the presence 

of the corresponding mood, and the remaining five elements represent the five sentiment 

attribute values. 

We represent each query as an emotion feature sequence, (e1, e2, …, eM), where ej is 

the emotion feature vector of the jth word of the query if the jth word is an emotion word, 

and is a null vector otherwise, 1  j  M. Fig. 4 shows an example of deriving an emotion 

feature sequence for a query, “please help me.” “please” and “help” are emotion words; 

however, “me” is not. The primary moods of “please” and “help” are “interest” and “joy,” 

respectively. The one-hot encoding of “interest” is (0, 0, 0, 0, 0, 0, 0, 1). The sentiment 

attribute values of “please” are (0.92, 0, 0.96, 0, 0.89). Thus, “please” is represented by a 

13-dimensional emotion feature vector (0, 0, 0, 0, 0, 0, 0, 1, 0.92, 0, 0.96, 0, 0.89). Similarly, 

“help” is represented by (0, 0, 0, 0, 0, 1, 0, 0, 0.82, 0.97, 0.8, 0, 0.7). Since “me” is not an 

emotion word, it is represented by a null vector (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0). Therefore, 

the emotion feature sequence of the query is the sequence formed by these three emotion 

feature vectors. 

 
Fig. 4. Example of deriving an emotion feature sequence. 
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3.3 Customer Support Service Model 

 

In this section, we propose a customer support service GAN model, called CSS-GAN, 

to automatically answer user queries. CSS-GAN contains a generator and a discriminator. 

The generator attempts to generate a response as close to real responses as possible to fool 

the discriminator, while the discriminator aims to distinguish between generator-generated 

responses and real ones. 

 

3.3.1 Generator 

 

Given an input query X = {x1, x2, …, xM}, the generator will generate a response, Y = 

{y1, y2, …, yN}, to the query, where xm denotes the mth word of the query, yn denotes the 

nth word of the response, M is the number of words in the query, N is the number of words 

in the response, {x1, x2, …, xM} denotes the concatenation of all the words in X, 1  m  M, 

1  n  N. We extend Li et al.’s model [15] by incorporating three attention mechanisms, 

namely, state, domain, and emotion, into our model for implementing the generator. 

Fig. 5 shows the architecture of the generator, where each hexahedron denotes an 

attention mechanism, and the encoder and decoder are implemented by Gated Recurrent 

Units (GRU). The encoder encodes the user query into a sequence of hidden states. The 

decoder employs three attention mechanisms to generate the response by using the encoder 

hidden states as well as domain and emotion feature vectors. The attention mechanisms 

help the decoder pay various attention to some hidden states (the state attention mecha-

nism), certain domain feature vectors (the domain attention mechanism) and some emotion 

feature vectors (the emotion attention mechanism) when generating each word of the re-

sponse.  

 
Fig. 5. Generator architecture. 

 

(1) Encoder 

The encoder aims at extracting the contextual information of the input query by con-

verting the input query into a sequence of encoder hidden states. Specifically, the encoder 

is implemented by Eq. (1), where hm denotes the encoder hidden state at time step m, rep-

resenting the contextual information of the sequence {x1, x2, …, xm}, 1  m  M. That is, 

the encoder derives a hidden state hm at time step m based on the previous hidden state hm-1 

and the input word xm. The encoder derives the hidden state for each time step, m = 1, 2, …, 
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M. Thus, there are M encoder hidden states. 

hm = GRU(xm, hm-1)    (1) 

(2) Decoder 

The decoder employs three attention mechanisms, namely, state, domain, and emo-

tion, to generate the response to the input query. First, the decoder uses the state attention 

mechanism to derive an attentive state context vector by assigning different attention 

weights to each encoder hidden state, where a higher weight enables the decoder to pay 

more attention to the corresponding encoder hidden state in the decoding process. Thus, 

the encoder hidden state with a higher weight will contribute more to the derivation of the 

attentive state context vector. Specifically, the state attention mechanism is implemented 

by Eqs. (2)-(4), where sn-1 denotes the decoder hidden state at time step n − 1, am denotes 

the attention weight of hm with respect to sn-1, {sn-1, hm} denotes the concatenation of sn-1 

and hm, ch,n denotes the attentive state context vector at time step n, and W1 and W2 denote 

learnable parameter matrices. That is, at time step n (of the decoder), based on its previous 

state sn-1, the decoder uses the state attention mechanism to assign different weights to each 

encoder hidden state and then utilizes these weights to derive the attentive state context 

vector ch,n. Note that the encoder and decoder have their own time steps since they both 

are implemented by GRU. 

1

11

exp( ( , ))

exp( ( , ))
m

mn
M

ini

score s h

score s h
a −

−=

=


 (2) 

score(sn-1, hm) = W1tanh(W2{sn-1, hm}) (3) 

, 1

M

h n m mi
c a h

=
=   (4) 

Next, the decoder uses the domain attention mechanism to derive an attentive domain 

context vector. The domain attention mechanism enables the decoder to pay more attention 

to some domain feature vectors in the decoding process. The decoder derives the attentive 

domain context vector cd,n at time step n by replacing hm with dm and the learnable param-

eter matrices (W1, W2) with new ones (W3, W4) in Eqs. (2)-(4), where dm denotes the mth 

element of the domain feature sequence. That is, at time step n, based on its previous state 

sn-1, the decoder uses the domain attention mechanism to derive the attentive domain con-

text vector cd,n. 

Similarly, the decoder uses the emotion attention mechanism to derive an attentive 

emotion context vector. It derives the attentive emotion context vector ce,n at time step n 

by replacing hm with em and the learnable parameter matrices (W1, W2) with new ones (W5, 
W6) in Eqs. (2)-(4), where em denotes the mth element of the emotion feature sequence. 

That is, the decoder uses the emotion attention mechanism to derive the attentive emotion 

context vector ce,n. 

Last, the decoder exploits the three derived attentive context vectors to derive its hid-

den state and the output word at time step n as defined in Eqs. (5) and (6), where y denotes 

a candidate word, each vocabulary in the input queries is a candidate, y<n = {y1, y2, …, yn-

1}, softmax denotes the softmax function, Wi denotes a learnable parameter matrix, i = 7 − 

12. That is, to derive its hidden state at time step n(sn), the decoder consolidates its previous 

hidden state sn-1, the previous output word yn-1, and these three attentive context vectors 



A DIALOGUE MODEL FOR CUSTOMER SUPPORT SERVICES 679 

together by Eq. (5). Then, it uses sn to derive the probability of each candidate word by Eq. 

(6). Based on the derived probabilities, the decoder samples a word as the output word at 

time step n(yn). That is, the higher the probability of a candidate word, the more likely that 

the candidate word is selected as yn. 

sn = tanh(W7yn-1+W8sn-1+W9ch,n+W10cd,n+W11ce,n) (5) 

p(y|X, y<n) = softmax(W12sn) (6) 

After yn is selected, y<n+1 is rewarded by the discriminator to reflect how close y<n+1 

is to real responses. Based on the reward given by the discriminator, the generator guides 

the decoder to generate the output word one by one for generating a response close to real 

ones. To do so, once a new output word yk is generated, y<k+1 is rewarded by the discrimi-

nator. Then, the generator updates its learnable parameters, including the learnable param-

eters in the encoder and decoder, to maximize the reward given by the discriminator. The 

procedure is performed repeatedly until the whole response Y is generated. 

The loss function of the generator is defined in Eq. (7), where D(X, Y), calculated by 

the discriminator D, denotes the probability of the generator-generated response being a 

real one, G denotes the generator,  denotes the learnable parameters of G and  denotes 

the learnable parameters of D. The gradient of the loss function is defined in Eq. (8), 

which is approximated by the likelihood ratios [7]. Therefore, the generator updates its 

parameters to maximize the reward by Eq. (9), where r denotes a learning rate.  

L(G) = −EY~P(Y|X)[log(D(X, Y)|)] (7) 

~ ( | , )1
( ) [ log( ( | , )) ( , )]

n n n

N

y p y X y n n nn
L G E p y X y D X y     =

 = −   (8) 

   − r L(G) (9) 

3.3.2 Discriminator 

 

The discriminator, implemented by hierarchical recurrent neural networks, aims to 

distinguish between generator-generated responses and real responses. It serves as a binary 

classifier by taking real responses as positive samples and generator-generated responses 

as negative ones. 

The generator and discriminator are trained by adversarial learning [8], where they 

update their learnable parameters iteration by iteration. For each iteration, the generator is 

trained to update its learnable parameters for generating a response as close as to real ones, 

i.e., for maximizing the reward given by the discriminator, where the reward reflects how 

close the generator-generated response is to real ones. On the other hand, based on the 

generator-generated and real responses, the discriminator is trained to update its learnable 

parameters for identifying that the generator-generated responses are not real, i.e., for min-

imizing the rewards of generator-generated responses. That is, in each iteration, the gener-

ator is trained to maximize the reward given by the discriminator while the discriminator 

is trained to minimize the rewards of generator-generated responses. By updating the learn-

able parameters in the generator and discriminator iteration by iteration, the generator 

keeps improving for generating a better response close to real ones while the discriminator 
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keeps enhancing its identification capability. The training process will be performed re-

peatedly until the prespecified number of iterations is reached. After the training is finished, 

the generator is ready to answer user queries. 

The loss function of the discriminator is defined in Eq. (10), where EY~Pdata
[log(D(X, 

Y))] denotes the expected reward for real responses and EY~P(Y|X)[log(D(X, Y))] denotes the 

expected reward for generator-generated responses. By minimizing the loss function, the 

goal of the discriminator is to maximize the rewards of real responses while minimizing 

the rewards of generator-generated ones.  

L(D) = −EY~Pdata
[log(D(X, Y))] − EY~P(Y|X)[1 − log(D(X, Y))] (10) 

4. EXPERIMENTAL RESULTS 

In this section, we evaluate the performance of our proposed model. We first provide 

an overview of the datasets, the data preprocessing and the experimental setup in Section 

4.1. Then, we evaluate our proposed model in Section 4.2.  

 

4.1 Data Preprocessing and Experiment Setup 

 

We collect the customer support dialogue data from Twitter, a website of widely 

adopted for customer support services. Sony PlayStation’s customer support service on 

Twitter has more than 1.53 million followers.4 Also, Xbox’s customer support service on 

Twitter has more than 1.58 million followers.5 Therefore, we extract the dialogue threads 

of PlayStation and Xbox from the pre-collected dataset – “The Customer Support on Twit-

ter” from Kaggle,6 which contains queries and responses from the biggest brands on Twit-

ter. 

Next, we extract multiturn threads and remove non-English threads. For each thread, 

we remove mentions (@), hashtags (#) and emojis, and replace URLs with “_url_.” Then, 

we evaluate the performance of our proposed model on single-turn and multiturn threads. 

For the multiturn threads, we focus on the two-turn threads, which are the majority of 

multiturn threads in our dataset. For the single-turn (multiturn) threads, we randomly sam-

ple 90% threads for training and the rest of them for testing. The statistics of our datasets 

are shown in Table 2. There are 9,290 single-turn threads, 8,361 threads for training and 

929 threads for testing. 

 

Table 2. Statistics of PlayStation and Xbox datasets. 

 PlayStation Xbox 

Single-turn Multi-turn Single-turn Multi-turn 

Training 8,361 3,242 15,239 4,685 

Testing 929 360 1,693 521 

 

Next, we use the perplexity, a widely used metric for the LDA model, to decide the 

number of topics. The perplexity is a measurement of how well a probability model pre-

dicts a sample and may be used to compare various probability models. The lower the 

4 AskPlaystation, https://twitter.com/askplaystation 
5 XboxSupport, https://twitter.com/xboxsupport 
6 Customer Support on Twitter, https://www.kaggle.com/thoughtvector/customer-support-on-twitter 
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perplexity is, the better the probability model. Fig. 6 shows the perplexity of the LDA 

model versus the number of topics for the PlayStation dataset. Since the perplexity is low-

est when the number of topics is 28, we set the number of topics to 28 for the PlayStation 

dataset in the following experiments. Similarly, we set the number of topics to 33 for the 

Xbox dataset. 

 

Fig. 6. Perplexities of the LDA models. 

 

4.2 Performance Evaluation 

 

We compare our proposed framework with three models, namely, the model of Xu 

et al. [27], the model of Li et al. [15], and the Enc-att model [11]. Xu et al. [27] utilized 

the seq2seq model to develop a dialogue model for customer support services. Based on 

the seq2seq model, Li et al. [15] proposed the first GAN-based model for dialogue gener-

ation. The Enc-att model generates a response with a prespecified emotion. Thus, it is re-

quired to specify an emotion in the Enc-att model. We choose the emotion “joy” for the 

Enc-att model to generate the responses since “joy” is the most frequent emotion in our 

dataset. 

Table 3 shows the response time of answering a query for each model. The GAN-

based models spend about 0.27 and 0.4 second in answering a query in the PlayStation and 

Xbox datasets, respectively. They require more response time than the other two models 

since they contain more learnable parameters. It appears that each model can respond a 

query in a timely manner. 

Table 3. Response time. 

Model PlayStation (sec) Xbox (sec) 

Xu et al.’s 0.198 0.122 

Enc-att 0.137 0.243 

Li et al.’s 0.269 0.398 

CSS-GAN w/o D 0.274 0.393 

CSS-GAN w/o E 0.267 0.493 

CSS-GAN 0.260 0.437 

 

4.2.1 Automatic evaluation 

 

The BLEU and ROUGH scores are widely-used metrics for dialogue generation. The 

BLEU score measures how many n-grams in the generated response appear in the real 
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response while the ROUGE score measures how many n-grams in the real response appear 

in the generated response. It is often that a dialogue model with a high BLEU score has a 

low ROUGE score, and vice versa. A dialogue model with a high BLEU score tends to 

generate a generic response to direct user requests to human agents. To reduce the cost of 

human agents in customer support services, following the previous study [27], we use the 

BLEU score as the metrics to evaluate the performance of our proposed model.  

(1) Single-turn 

Tables 4 and 5 respectively show the BLEU score of each method for single-turn 

responses on PlayStation and Xbox, where CSS-GAN w/o D is a variant of CSS-GAN 

without using domain feature vectors, CSS-GAN w/o E is a variant of CSS-GAN without 

using emotion feature vectors, and Li et al.’s is also a variant of CSS-GAN without using 

both domain and emotion feature vectors. Xu et al.’s performs worst. This is because all 

the models are based on the seq2seq model. Moreover, all the models except Xu et al.’s 

integrate additional features or GAN-based framework to capture more dialogue patterns. 

The variants of our proposed model perform better than Enc-att since the GAN-based 

framework may help our variants generate responses with more words overlapping with 

the ones generated by human agents. That is, the reward given by the discriminator can 

effectively guide the generator to generate better responses. In comparison with Li et al.’s 

model, a significant performance increase of BLEU score can be observed in the other 

variants of our model namely CSS-GAN w/o D, CSS-GAN w/o E and CSS-GAN, which 

indicates that the model with domain or emotion feature vectors can effectively learn how 

to generate the responses close to the ones generated by human agents. The BLEU scores 

in Table 5 are lower than those in Table 4. It is because the responses in PlayStation are 

with typical patterns whereas those of Xbox are more diverse. 

 

Table 4. BLEU score of each method for single-turn responses on PlayStation. 

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 

Xu et al.’s 11.13% 7.81% 7.30% 7.02% 

Enc-att 13.91% 8.86% 8.02% 7.49% 

Li et al.’s 14.83% 11.25% 10.68% 10.36% 

CSS-GAN w/o D 18.71% 12.61% 11.70% 11.34% 

CSS-GAN w/o E 21.50% 14.43% 13.22% 12.57% 

CSS-GAN 22.91% 15.14% 13.84% 13.21% 

Table 5. BLEU score of each method for single-turn responses on Xbox. 

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 

Xu et al.’s 9.08% 6.09% 5.61% 5.26% 

Enc-att 10.22% 6.86% 6.3% 5.87% 

Li et al.’s 10.91% 7.38% 6.79% 6.38% 

CSS-GAN w/o D 13.85% 8.87% 8.04% 7.55% 

CSS-GAN w/o E 14.65% 10.15% 9.49% 9.1% 

CSS-GAN 16.22% 11.04% 10.11% 9.5% 

(2) Multi-turn  

Tables 6 and 7 respectively show the BLEU scores of each method for multi-turn 
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responses on PlayStation and Xbox. Similar to the results in single-turn responses, all the 

variants of our models perform better than the other comparing methods in all BLEU scores, 

and CSS-GAN outperforms all the other models. Li et al.’s and Enc-att outperform Xu et 

al.’s model in both datasets, which shows utilizing either an attention mechanism on hid-

den states or an attention mechanism on emotions can help a model learn a better language 

model from dialogue threads. The patterns can also be seen in the comparison between 

CSS-GAN w/o D and Li et al.’s, which indicates adding an attention mechanism on emo-

tion feature vectors in CSS-GAN w/o D is as well beneficial for learning the language 

model in customer support service dialogs. 

CSS-GAN w/o E outperforms Li et al.’s on every BLEU score with at least 4%, 

higher than CSS-GAN w/o D, which shows adding an attention mechanism on domain 

feature vectors can help the model capture domain features in the input query and thus 

generate responses that are more correlated to the query. Similar to the results of single-

turn, the BLEU scores in Table 7 are lower than those in Table 6.  

 

Table 6. BLEU score of each method for multi-turn responses on PlayStation. 

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 

Xu et al.’s 12.04% 8.17% 7.61% 7.36% 

Enc-att 15.28% 9.24% 8.18% 7.55% 

Li et al.’s 15.84% 11.0% 10.3% 10.02% 

CSS-GAN w/o D 19.56% 14.31% 13.71% 13.69% 

CSS-GAN w/o E 23.24% 16.79% 15.86% 15.58% 

CSS-GAN 24.13% 18.15% 17.44% 17.36% 

 

Table 7. BLEU score of each method for multi-turn responses on Xbox. 

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 

Xu et al.’s 10.3% 6.52% 5.88% 5.45% 

Enc-att 11.03% 7.56% 6.99% 6.55% 

Li et al.’s 11.52% 7.77% 7.17% 6.75% 

CSS-GAN w/o D 15.59% 10.66% 9.99% 9.7% 

CSS-GAN w/o E 16.68% 11.92% 11.37% 11.19% 

CSS-GAN 18.33% 12.81% 12.09% 11.84% 

 

In multi-turn responses, CSS-GAN w/o D (CSS-GAN w/o E) outperforms Li et al.’s 

on every BLEU score with at least 3.3% (5.5%) on PlayStation and 2.8% (4.1%) on Xbox, 

respectively. CSS-GAN even yields a 7% improvement in BLEU score over Li et al.’s on 

PlayStation. It indicates that the domain and emotion attention mechanisms can catch more 

2-grams, 3-grams or 4-grams from multi-turn dialogue threads for response generations 

since they can help GAN-based models to better attend on domain and emotion infor-

mation hidden in a longer dialogue thread. In addition, most of the BLEU scores in multi-

turn are higher than those in single-turn as shown in Tables 4-7. For the BLEU-2, BLEU-

3 and BLEU-4 scores, the increment of each score from single-turn to multi-turn for CSS-

GAN w/o D, CSS-GAN w/o E, and CSS-GAN models is larger than those of the other 

models. This is because multi-turn dialogue threads contain more information than single-

turn threads, which is beneficial for a dialogue model to capture the latent semantics, emo-

tion and domain features.  
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4.2.2 Human evaluation 

 

To evaluate the responses generated by each model, we employ 10 human experts to 

evaluate the responses. All experts are proficient English users and have graduated from 

universities. Next, we prepare two evaluation sets of dialogue threads namely ST and MT. 

ST is used to evaluate the single-turn responses while MT is used to evaluate the multi-

turn responses. For ST, we sample 10 threads from each single-turn dataset, and use the 

first query of each sampled thread as the input and the first response as the ground-truth. 

For MT, we sample 5 threads for MT from each multi-turn dataset. For each sampled 

thread, we merge the first query, the first response and the second query together, and then 

use the merged result as the input and the second response as the ground-truth.  

Following the previous studies [19, 27], we employ three evaluation metrics to eval-

uate the response quality (1) Appropriateness: Whether a response is on the same topic as 

the user query, natural to the input query and with proper grammar [19]; (2) Helpfulness: 

Whether a response contains useful and specific advice that can help users to address the 

query [27]; (3) Emotion: Whether the emotional expression of a response can be captured 

by human, that is, whether human judges consider the response make them feel valued 

[27]. The ratings of metrics are on a 5-point scale from strongly disagree (1) to strongly 

agree (5) for evaluating how the responses meet with the given rating criterion of each 

metric.  

To evaluate the generated responses, experts are asked to learn the 3 metrics with 

definitions and examples. Next, they are given a user query with the response generated 

by each model, and asked to rate these responses on the 3 metrics for each evaluation set. 

The experts’ ratings on each metric of each model is averaged by the number of queries 

and the number of experts. That is, the response quality is measured by the average ratings.  

Tables 8 and 9 show the average human evaluation scores of each method for single-

turn responses on PlayStation and Xbox while Tables 10 and 11 present the average human 

evaluation scores of each method for multi-turn responses. CSS-GAN significantly out-

performs all the comparing models in all three metrics (Wilcoxon signed-rank test, p < 

0.05 for all three metrics). The Enc-att model performs better than Xu et al.’s and Li et 

al.’s models on all the metrics in single-turn responses but worse than Li et al.’s in multi-

turn responses. It shows that utilizing emotion vectors to generate responses might help 

the Enc-att model better capture the emotions of short input queries, whereas GAN-based 

models are good at capturing the latent information for multi-turn dialogue.  

 

Table 8. Average human evaluation score of each method for single-turn responses on 

PlayStation. 

  Metrics 

Model 
Appropriateness Helpfulness Emotion 

Xu et al.’s 2.56* 2.52* 2.68* 

Enc-att 3.04* 2.98* 3.18* 

Li et al.’s 2.74* 2.64* 2.69* 

CSS-GAN 3.9 3.92 3.62 

Note: For the significant level of CSS-GAN outperforming the comparing model, ‘**’ denotes extremely 
significant (p < 0.001), and ‘*’ denotes significant (p < 0.05). 
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Table 9. Averge human evaluation score of each method for single-turn responses on Xbox. 

Metrics 

Model 
Appropriateness Helpfulness Emotion 

Xu et al.’s 2.36** 2.32** 2.47** 

Enc-att 2.86** 2.8** 3.0* 

Li et al.’s 2.66** 2.58** 2.63* 

CSS-GAN 3.89 3.88 3.58 

 

Table 10. Average human evaluation score of each method for multi-turn responses on 

PlayStation. 

Metrics 

Model 
Appropriateness Helpfulness Emotion 

Xu et al.’s 2.84* 2.7* 3.01* 

Enc-att 2.96* 2.82* 3.15* 

Li et al.’s 3.26* 3.13* 3.22* 

CSS-GAN 4.02 3.9 4.12 

 

On both PlayStation and Xbox, the scores of Li et al.’s model are higher than those 

of Xu et al.’s in both single-turn and multi-turn, which shows that Li et al.’s model can 

generate responses with more words overlapping with the human-generated ones and thus 

results in higher automatic evaluation scores as well as higher human evaluation scores. Li 

et al.’s model performs worse than Enc-att in single-turn; however, it outperforms Enc-att 

in multi-turn. This is because experts might be influenced by the length or emotion of 

sentences due to the nature of customer support services which not only aim to solve spe-

cific problems but also require comforting user feelings as well [27]. Our model uses the 

domain and emotion attention mechanisms to pay various attention to user emotions and 

needs when answering the queries. Thus, it outperforms the comparing methods in terms 

of appropriateness, helpfulness, and emotion. In addition, the scores in Xbox are slightly 

lower than those of PlayStation. This is because the responses in Xbox are rather lively, 

whereas those of PlayStation are politer, and thus they might attract human judges more in 

customer support services. 

 
Table 11. Average human evaluation score of each method for multi-turn responses on 

Xbox. 

Metrics 

Model 
Appropriateness Helpfulness Emotion 

Xu et al.’s 2.48* 2.38* 2.8* 

Enc-att 2.75* 2.6* 2.93* 

Li et al.’s 3.17* 3.04* 3.12* 

CSS-GAN 3.92 3.7 3.92 

5. CONCLUSIONS AND FUTURE WORK 

In this study, we propose a framework to automatically answer user requests for cus-

tomer support services. The proposed framework first employs the LDA model to generate 
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a domain feature sequence and the SenticNet 5 sentiment dictionary to derive an emotion 

feature sequence for each input query. Next, it employs a GAN-based model to generate 

the response to an input query by using three attention mechanisms, namely, state, domain, 

and emotion. The state attention mechanism can learn the contextual information from 

dialogue threads. The domain attention mechanism can learn user needs from the queries 

while the emotion attention mechanism can learn the emotions implicitly hidden in dia-

logue threads. Therefore, our model can better understand user requests and generate better 

responses. 

The experimental results show that our proposed model significantly outperforms the 

comparing models in terms of BLEU scores. For automatic evaluation, Xu et al.’s performs 

worst. The variants of our model perform better than Enc-att since the GAN-based frame-

work helps our variants generate responses with more words overlapping with the ones 

generated by human agents. In comparison with Li et al.’s model, each variant of our model 

has a significant performance increase of BLEU score, which shows that the domain and 

emotion attention mechanisms can catch more n-grams from multi-turn dialogue threads 

for response generations. Thus, our model significantly outperforms the comparing models. 

For human evaluation, the scores of Li et al.’s model are higher than those of Xu et al.’s 

in both single-turn and multi-turn. Li et al.’s model performs worse than Enc-att in single-

turn; however, it outperforms Enc-att in multi-turn. Our model uses the domain and emo-

tion attention mechanisms to pay various attention to user emotions and needs when an-

swering the queries. Therefore, it outperforms the comparing methods in terms of appro-

priateness, helpfulness, and emotion. 

In the future, we may extend our model in the following directions. First, we evaluate 

our model by using the PlayStation and Xbox datasets. We may further evaluate our model 

by using different customer support service datasets and examine how our model is af-

fected by different datasets to further improve the proposed model. Second, we focus on 

two-turn dialogue threads for the multiturn experiment. We may further evaluate our model 

with longer multiturn dialogue threads to evaluate the performance of our model. Third, 

the emojis and emoticons can sometimes provide certain emotional hints. We may incor-

porate them into our model in the future. Last, we may take time factors into consideration, 

incorporate the time factors into our model, and observe how customer support services 

are affected by the time factors. 
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