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With the use of the Internet, mobile platforms, online commerce, and social media 

services, the footprints of human behavior can be easily recorded in the digital world, 
which generates data on an extremely large scale. Twitter as a big data social network 
becomes one of the most important sources for capturing up-to-date events happened in 
the world. Deriving topics from Twitter is important for various applications, such as 
situation awareness, market analysis, content filtering, and recommendations. However, 
topic derivation with high purity in Twitter is hard to achieve because tweets are limited 
to 140 characters. Previous works on topic derivation in Twitter suffer from low purity. 
In this paper, we propose corpus-based topic derivation (CTD) approach that combines a 
Twitter corpus and LF-LDA, which is a text processing model to identify topics and 
clusters of similar hashtags. We use asymmetric topic LF-LDA to obtain better purity of 
topics. Compared to intJNMF, a representative related work, the purity (F-measure) of 
our proposed CTD increases from 5.26% (27.81%) to 11.32% (34.28%) for 20 to 100 
topics. We also propose a timestamp-based popular hashtags prediction (TPHP) approach 
by creating trending hashtags lists (THLs), which are lists of hashtags used by many us-
ers and make use of timestamps in tweets. We use the edit distance to find the difference 
between consecutive THLs. Then the difference can be used to calculate volatilety to find 
how people react to real world events. Compared to Hybrid+, a representative related 
work, the mean average precision (MAP) of our TPHP increases by 19.45% (week-day), 
15.08% (week-week) and 16.95% (month-week).     
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1. INTRODUCTION 
 

With the use of the Internet, mobile platforms, online commerce, and social media 
services, the tendency of human behaviors can be easily recorded in the digital world. 
Through social media, they generate large amounts of data. In Twitter on average 500 
million tweets are produced each day [19]. Detecting topics in Twitter streams has been 
attracting a lot of attention recently. Topic detection is very useful in assisting companies 
and political parties in understanding user’s opinions and needs. An example of tweets 
and hashtags is shown in Fig. 1.  

Twitter as a big data social network becomes one of the most important sources for 
capturing up-to-date events happened in the world. Due to short (140 characters) nature 
of tweets it is difficult to derive topics with good purity. Purity is used to evaluate the 
quality of a derived topic cluster, which means how many of the words in a topic cluster 
belong to that topic [16]. There are related work on topic derivation [2, 4] in Twitter and  
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Fig. 1. An example of tweets and hashtags. 

 

popular hashtag prediction [9]. However, there is room for improvements on the purity 
of topic derivation and the mean average precision (MAP) of popular hashtag prediction. 
How many of predicted hashtags are present in the actual list of hashtags gives the MAP 
of predictions. 

Therefore, we propose a corpus-based topic derivation (CTD) approach to improve 
the purity of topic derivation. We use semantic hashtags for better topic derivation. Se-
mantic hashtags mean hashtags that belongs to some categories, such as technologies, 
sports, politics, etc. Semantic hashtag classification [24] is a method of understanding the 
way people think. It means finding out a person’s hashtag preference is important for 
learning the personality and general preference of the person. For example, if a user uses 
hashtags #running, #health, #fitness, #diet in the user’s tweets, then we can say that the 
user has general preference towards health. The proposed CTD identifies topics and 
clusters of similar hashtags by integrating a Twitter GloVe corpus with asymmetric topic 
LF-LDA (Latent Feature-Latent Dirichlet Allocation) [17]. We use an asymmetric topic 
model to make topics different from one another and to reduce repeated words between 
topics and there is more similarity between words within a topic. This increases the pu-
rity of the resulting topics.   

In addition, we also propose a timestamp-based popular hashtag prediction (TPHP) 
approach to predict popular hashtags and to improve the MAP. The proposed TPHP cre-
ates trending hashtags lists (THLs) for every 60 minutes. We calculate the edit distance 
between two consecutive THLs and then use it to calculate volatility to find how people 
react to real world events. Volatility is a tendency to change quickly and unpredictably, 
especially for the worse [23]. Here volatility shows how often trending topics change 
over time. The lowest volatility (minimum) implies the focused attention of users (peo-
ple). We take note of when the volatility drops to the minimum and what corresponding 
event occurred on that day. A significant drop in volatility indicates focused attention of 
the users. The proposed TPHP achieves better MAP for popular hashtag prediction.  

2. RELATED WORK 

We first classify and review existing topic derivation and popular hashtag predic-
tion techniques. Then we compare our proposed CTD with these topic derivation tech-
niques qualitatively. We also qualitatively compare our proposed TPHP with these pop-
ular hashtag prediction methods. 

Hashtags
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Topic derivation uses a statistical model for discovering the topics that occur in a 
collection of documents. Some text mining techniques are frequently used for discovery 
of hidden semantic structures in a text body. Given that a document is about a particular  
topic, one would expect particular words to appear in the document more or less fre-
quently. A document includes multiple topics in different proportions. The topics pro-
duced by topic derivation techniques are clusters of similar words. Generally, topic deri-
vation techniques can be classified as unsupervised, supervised and semi-supervised 
learning. In unsupervised learning, labels are not given and we try to extract information 
in general out of data we have given [2, 4, 17]. This will work well when we have large 
documents that contain many words. However, in case of small documents or texts of 
short length, the purity of resulting topics is low. Supervised learning includes labelled 
data [9]. The precision of supervised learning depends on the quality of labelled data. 
However, the cost of labelling data is high. Semi-supervised learning includes both la-
beled and unlabeled data, usually a small amount of labeled data and a large amount of 
unlabeled data. Use of labeled and unlabeled data can produce improvement in purity. 
Fig. 2 shows classification of topic derivation and popular hashtag prediction techniques. 
 

 
Fig. 2. Classification of topic derivation and popular hashtag prediction techniques. 

 

Topic derivation is used to find topics in documents. LDA [18], a popular algorithm, 
is used for text summarization of large documents. Latent Dirichlet Allocation (LDA) is 
a generative statistical model that allows sets of observations to be explained by unob-
served groups that explain why some parts of the data are similar [17]. LDA is a three- 
level hierarchical Bayesian model, in which each item of a collection is modeled as a 
finite mixture over an underlying set of topics [17]. Each topic, in turn, is modeled as an 
infinite mixture over an underlying set of topic probabilities [17]. This algorithm takes 
the advantage of a large number of words in large documents. However, it is not feasible 
to find topics in small documents. LF-LDA [17] is a text processing model which per-
forms well in small documents. LF-LDA is formed by taking the original Dirichlet mul-
tinomial topic models LDA and replacing their topic-to-word Dirichlet multinomial 
component that generates words from topics with a two-component mixture of a topic- 
toword Dirichlet multinomial component and a latent feature component [17]. As shown 
in Fig. 4, asymmetric LF-LDA is different from LF-LDA since in asymmetric LF-LDA 
we make use of asymmetric topic property. This means that words in a topic cluster are 

Topic derivation and popular 
hashtag prediction techniques

Unsupervised Supervised Semi-supervised

IntJNMF [2] 

NMijF [4] 

LF-LDA [17] 

Hybrid+ [9]

THPH (proposed)

CTD (proposed)
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more similar to each other and topic clusters are different to each other. For example, if 
we have two clusters of music and movies, hashtags in each cluster are more similar to 
each other and topic clusters are more different in the case of asymmetric LF-LDA. For 
the same example, in LF-LDA, topics in these two clusters are not well separated to each 
other. That is, more hashtags are common between these two clusters. In intJNMF [2], 
topics are derived by performing a two-step matrix factorization over semantic features 
of tweets and interaction between tweets. This method did not consider the time factor 
and self-contained tweets (tweets without interaction). Note that in Twitter, majority of 
tweets are self-contained tweets. In NMijF [4], authors conduct co-factorization jointly 
over Twitter interaction features and content attributes within a single iterative-update 
process. The tweet-relationship matrix combines interaction features and content attrib-
utes of tweets and can provide more information regarding the clustering characteristics 
of tweets. But the timestamps of tweets were not considered, which results in low purity of 
topics. The comparison of the proposed CTD with related work is summarized in Table 1. 

Hybrid+ [9] conducted popular hashtag prediction and it can tell whether a predict-
ed hashtag has been adopted by users. Popular hashtags are predicted using explicit fea-
tures and latent factor models together. But its MAP of predicted hashtags is low. The 
comparison of the proposed TPHP with Hybrid+ [9] is summarized in Table 2. 

 

Table 1. Comparison of proposed CTD with related work. 
Approach intJNMF [2] NMijF [4] LF-LDA [17] CTD (proposed) 

Hashtag type 
Hashtags not 

used 
Hashtags not 

used 
N/A 

Semantic 
hashtags 

Algorithm intJNMF NMijF LF-LDA 
Asymmetric topic 

LF-LDA 
Use a corpus 

(vector represen-
tation of words) 

No No No Yes 

Pros 

Incorporation 
of interactions 
among tweets 
helps relieve 
the sparsity 

problem 

Includes con-
tent attributes 
of tweets to 

deal with the 
sparsity prob-

lem 

Can derive 
topics from 
small docu-

ments 

Because of using 
an asymmetric 

topic model, top-
ics are well sepa-
rated to one an-

other 

Cons 
Does not in-

clude self-con- 
tained tweets 

Takes more time 
in cases with 
large amounts 

of data 

Purity of re-
sulting topics is 

low 

New hashtags are 
not included in 

the corpus 

 

Table 2. Comparison of proposed TPHP with related work. 
Approach Hybrid+ [9] TPHP (proposed) 

Hashtag type Single hashtags Semantic hashtags 

Model Latent variable model Timestamp based THL model 

Pros 
Content-based hashtag recom-

mendation 
Considers hashtag trends for 

every 60 minutes 

Cons 
The MAP of predicted hashtags 

is low 
Cannot recommend hashtags 

based on user location 



TOPIC DERIVATION AND HASHTAG PREDICTION IN TWITTER 679

3. DESIGN APPROACHES 

We propose corpus-based topic derivation (CTD) and timestamp-based popular 
hashtag prediction (TPHP) approaches for Twitter. The design architecture is first de-
scribed in section 3.1. Then the two approaches are described in sections 3.2 and 3.3. 

3.1 Design Architecture 

Twitter is an online social networking service that enables users to send and read 
short messages (140 characters), called “tweets.” Registered users can read and post 
tweets. In the proposed CTD and TPHP, we use tweets from Twitter. Fig. 3 shows the 
design architecture of the proposed CTD (the left portion of Fig. 3) and the proposed 
TPHP (the right portion of Fig. 3). In the proposed CTD, we use a Twitter corpus with 
asymmetric topic LF-LDA to derive topics associated with hashtags. A corpus is vector 
representations of words, which is used for topic derivation. A tweet is a message sent 
using Twitter. Hashtags are words that appear in tweets. GloVe corpus is the pre-trained 
word vectors of tweets. It is an unsupervised learning algorithm for obtaining vector 
representations for words [14]. Training is performed on aggregated global word-word 
co-occurrence statistics from a corpus, and the resulting representations show interesting 
linear substructures of the word vector space [14]. Please note that if we do not have 
hashtags in pre-trained GloVe vectors, the data we test would have out-of-vocabulary 
(OOV) hashtags [25]. Such OOV hashtags are set to an “UNKNOWN” word and are 
assigned to the same vector. This works well because we usually have a small percentage 
of OOV hashtags. The asymmetric topic LF-LDA is asymmetric over topics and sym-
metric over words. By using asymmetric topic LF-LDA with a Twitter corpus, we can 
get topics and semantic hashtags related to these topics.  
 

 
Fig. 3. Design architecture of the proposed CTD (the left portion) and the proposed TPHP (the right 

portion). 
 
In the proposed TPHP, we create trending hashtags lists (THLs) using timestamps. 

We create THL for every 60 minutes. It helps us to track the trends in Twitter because 

Hashtags: #music, #tennis,
#capricorn, #np, #travel, etc.

#tennis: 0.19257, 0.01095, 
0.026421, etc. 
#music: 0.12396, 
0.048617, 0.48153, etc. 

Music: #np, #nowplaying, #playback, #favoritetrack,
#musicfans, #songs, #pizza, #google, #rt, #tennis 

Hashtags in tweets

Corpus (P) 

Asymmetric
topic LF-LDA

Create THL for
every 60 minutes

Edit distance
And volatility

Hashtags appear 
in more THL’s

Topic clusters Corresponding 
real world event 

Predict popular 
hashtags 

When volatility is minimum 
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we get 24 THLs each day and we collect hashtags that appear in more THLs on that day. 
If a hashtag is a top trending hashtag and it appears in all 24 THLs, then we select that 
hashtag for recommendation. This is repeated for all days of training data and we collect 
hashtags that appear in more THLs on training data and make prediction based on this 
collection of hashtags. In addition, we calculate the edit distance between two consecu-
tive THLs and then use it to calculate volatility to find how people react to real world 
events. 
 
3.2 Proposed CTD 
 

Twitter is used by millions of people and each user may use different hashtags in 
his/her tweets which are related to the same topic. To reduce the overlapping between 
topics, we shift attention from single hashtags to more general categories: clusters of 
semantically similar hashtags. For example, hashtags like #np, #nowplaying, and #mu-
sicfans are semantic hashtags related to music. Because of short (140 characters) nature 
of tweets, topic derivation needs both labeled and unlabeled data to derive topics with 
better purity. Therefore, we make use of labeled and unlabeled data in the proposed CTD 
to improve the purity of topics. 

Conventional topic modeling algorithms, such as LDA, infer document-to-topic and 
topic-to-word distributions from the co-occurrence of words within documents. But 
when the training corpus of documents is small or when the documents are short like 
tweets, the resulting distributions might be based on little evidence. Topic models have 
also been constructed using latent features (LFs) [21, 22]. LF vectors have been used for 
a wide range of NLP (natural language processing) tasks. The combination of values 
permitted by LFs forms a high dimensional space that makes LFs be well suited to model 
topics. Rather than relying only on a multinomial or LF model, LF-LDA explores how to 
take advantage of both LFs and multinomial models by using an LF representation 
trained on a large external corpus to supplement a multinomial topic model estimated 
from a smaller corpus. In Twitter, tweets are limited to only 140 characters; hence, LF- 
LDA can be used for topic derivation for texts of short length. 

We use a Twitter corpus with asymmetric topic LF-LDA to find the clusters of se-
mantic hashtags and topics associated with these hashtags. A corpus is a vector repre-
sentation of a large collection of words. By using the GloVe corpus with asymmetric 
topic LF-LDA, we get topics and semantic hashtags related to these topics. Table 3 
shows topics and examples of semantic hashtags related to these topics. 

 

Table 3. Topics and examples of semantic hashtags. 
Topic Example of semantic hashtags 

Technology 
#google, #microsoft, #supercomputers, #ibm, #wikipedia, #pinterest, 
#startuptip, #topworkplace 

Politics #tcot, #p2, #top, #usgovernment, #dems, #owe, #politics, #teaparty 

Lifestyle 
#pizza, #pepsi, #cheese, #health, #vacation, #caribbean, #ford, #hon-
da, #volkswagen, #hm, #timberland 

Twitter-specific 
#followme, #followback, #teamfollowback, #followfriday, #friday, 
#justretweet, #instantfollower, #rt 

Mobile devices 
#apple, #galaxy4, #note3, #iosapp, #androidgames, #releases. #ipad-
games 
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As shown in left-hand side of Fig. 3, we feed hashtags in tweets and GloVe corpus 
into the asymmetric LF-LDA model to get clusters of hashtags related to topics. Both the 
corpus and tweets are used at the same time in asymmetric LF-LDA. That is, asymmetric 
LF-LDA uses the vector representation of words in the corpus and hashtags in tweets to 
generate a cluster of hashtags that are related to one topic. In GloVe, for example, a hash- 
tag #tennis is represented in 25d (d: dimensions) as #tennis 0.19257, 0.01095, 0.026421, 
1.3744, 0.41477, 0.57898, 0.068704, 0.15461, 0.08917, 1.0976, 0.56159, 0.31318, 
1.1077, 1.5308, 0.54875, 0.53085, 1.0322, 0.10249, 0.55959, 0.13588, 2.9936, 
0.18661, 1.0769, 0.61615, 0.22304. Similarly, all hashtags in the corpus have their 
vector representations. For example, when we feed corpus #tennis 0.19257, 0.01095, 
0.02642, …, #music 0.12396, 0.048617, 0.48153, … and hashtags #music, #tennis, 
#capricorn, #np, #travel, … in a tweet into asymmetric LF-LDA, we get a topic cluster, 
Music, which contains hashtags #np, #nowplaying, #playback, #favoritetrack, #mu-
sicfans, #songs, #pizza, #google, #rt, #tennis. 

 

Initialize the world-topic variables zdi using the LDA 
sampling algorithm 
for iteration iter = 1, 2, … do 
 for topic t = 1, 2, …, T do 
  t = arg maxt P(t|Z, S) 
for document d = 1, 2, …, |D| do 
 for world index i = 1, 2, …, wdi, …, Nd do 
  sample zdi from 
  P(zdi = t, zdi | Zdi, Sdi, , ) 

Fig. 4. Asymmetric topic LF-LDA algorithm [17]. 
 

Fig. 4 shows the algorithm of asymmetric topic LF-LDA. The algorithm generates a 
topic, details as follows. For document d, for each ith word wdi, the model chooses a 
topic indicator zdi from corpus P. Here we use zdi instead of sdi in LF-LDA [17]. Note that 
sdi is a binary indicator of ith word wdi to indicates whether a word is generated by latent 
feature or Dirichlet multinomial. Since we use latent feature only, we use zdi. By using zdi, 
which is a topic indicator, generated topics can be well separated to one another. Thus, a 
topic can be generated from the chosen words by the word-to-topic model.  

It is significant to find the diversity of user interests. The diversity of user interests 
means to find whether a user has a focused interest (interested in only one topic) or di-
verse interests (interested in many topics). Given a user, we track the hashtags that the 
user adopted within certain hours after a hashtag is created and then we can find whether 
the user has a focused interest or diverse interests. We consider attributes like number of 
early adopters who adopted the hashtag, timestamp, and number of tweets that a user has 
produced. It is important to distinguish users with focused or diverse interests. This is 
because once a recommendation is made, the adoption probability is higher for users 
with focused interests than for users with diverse interest. 

We can find popular or viral hashtags on particular days based on the time at which 
the hashtags are created. Popularity of a hashtag can be found, as follows: 
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 A hashtag is selected based on the number of early adopters of that hashtag within t 
hours after the birth of that hashtag. We may track adoption events for t = 4, 12, and 24 
hours since the birth of hashtag. 

 Hashtags are ranked by number of users who used that hashtag and are sorted in de-
scending order. 

 The most popular hashtags are said to be viral because they are adopted by more users. 
 
3.3 Proposed TPHP 
 

A word, phrase or topic that is mentioned at a greater rate than others is said to be a 
trending topic in Twitter [20]. These topics help Twitter and their users to understand 
what events are happening in the world and what people’s opinions are about these 
events. A trending hashtags list (THL) is a list of top trending hashtags that are used by 
many users and are sorted in descending order based on total number of times these 
hashtags are used. Using timestamps, we create THLs between time intervals of 60 
minutes on each day. We get 24 THLs on each day and we consider each THL as a state 
in automata. Here we take a THL as a state in automata and each state is a list of top 10 
trending hashtags. The automata transits from one state to another state as time pro-
gresses and results in changes in the THLs. Each transition is the result of an action. The 
action is a set of new trends that are trying to break into a THL. When a hashtag is used 
by many users at the next time interval, then that hashtag will be inserted to a place in a 
THL based on its times of occurrence. This results in transition of THLs from one state 
to another state. Fig. 5 shows the state transition of THLs and the edit distance next to 
each edge between two consecutive THLs, which will be defined later.  

 

 
Fig. 5. State transition of THLs and edit distance next to each edge between two consecutive THLs. 

 

For popular hashtag prediction we create THLs each day and we get top trending 
hashtags in every 60 minutes. The hashtags are sorted in descending order based on the 
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Fig. 6. Pseudo code for computing the edit distance. 

total number of users using these hashtags and we take top hashtags in each THL. We 
collect the hashtags that appear in more THLs on that day. For example, if a hashtag is a 
top trending hashtag and it appears in all 24 THLs, then we select that hashtag for recom- 
mendation. This is repeated for all days of training data and we collect hashtags that appear 
in more THLs on training data and make prediction based on this collection of hashtags. 

Trending hashtags help us find what events happened in the world and how people 
reacted to these events. THLs can be used to find real world events. We use edit distance 
[6] to find the difference between THLs. Edit distance is a way of quantifying how dis-
similar two strings (e.g., words) are to each other by counting the minimum number of 
operations required to transform one string into the other [6]. In our case, we take each 
hashtag as a letter in a string. For example, in Fig. 5, if we take THL at 6 am, there are 
10 hashtags. Here we take each hashtag as a letter (e.g., #happynewyear as ‘a’, #best-
memories2012 as ‘b’, etc.) in a string. Hence, in Fig. 5, each THL is considered as a 
string of length 10. Now we find the minimum number of operations required to trans-
form one THL into the other THL, which is the edit distance of these two THLs. Hence, 
we can compute the edit distance between two consecutive THLs. In Fig. 5, the edit dis-
tance is shown next to each edge. 

The edit distance between two consecutive THLs can be computed using Eq. (1) [6]. 
Here a and b are THLs at time t and t + 1, respectively. i and j are the lengths of THLs a 
and b, respectively. In this case, i and j are both 10 because the length of a THL is 10. 
Fig. 5 shows THLs and the edit distance between them. In the figure, we can see that the 
edit distance between 6:00 am and 7:00 am is 7. Similarly, the edit distance between 7:00 
am and 8:00 am is 9 and that between 8:00 am and 9:00 am is 8. The pseudo code for 
computing the edit distance is given in Fig. 6. 

 

( , )

( )

0,         0

,          0 and 0

,         0 and 0
Edit ( , )

Edit( , )        ( 1, ) 1,  otherwise

min Edit( , )        ( , 1) 1

Edit( , )        ( 1, 1) 1
i j

a b

a b

i j

i j i

j i j
i j

a b i j

a b i j

a b i j 

 
  
  
           

 (1) 

Edit distance (a, b) 
 int m[i, j] = 0 
 for i  1 to |a| 
 do m[i, 0] = i 
 for j  1 to |b| 
 do m[0, j] = j 
 for i  1 to |a| 
 do for j  1 to |b| 
   do m[i, j] = min{m[i  1, j  1] + if (a[i] = b[j]) then 0 else 1 
        m[i  1, j] + 1, 
        m[i, j  1] + 1} 
   return m[|a|, |b|] 
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We use volatility to find how people react to real world events and it is calculated 
using the edit distance between THLs. Volatility is summation of edit distances between 
THLs and it is calculated using Eq. (2). Volatility becomes low when there are not much 
difference between THLs. This indicates that many people are talking about some par-
ticular incident or event. When we find low volatility, we know that some real world 
events or incidents have happened. 

1

( , ) 1
1

( , )
T

a b t t
t

Volatility Edit X X





      (2) 

where 
 

Xt: THL at time t and Xt+1: THL at time t + 1 
T = (24 * 60) / time interval (in minutes) 

Time interval between THLs is 60 minutes in this case; therefore 

T = (24 * 60) / 60 = 24 

4. EVALUTION 

We first describe our experiment setup. Then we compare the proposed CTD and 
the proposed TPHP approaches with representative related work quantitatively. Finally, 
we discuss experiment results and potential applications of our results.  

4.1 Experiment Setup 

All the experiments were conducted on a system with Intel Core i7-3537U 2.00 
GHz CPU and 8 GB memory. Tables 4 and 5 show the experiment setups for the pro-
posed CTD and the proposed TPHP, respectively. We used publicly available Twitter 
data [13] that were crawled from Twitter between Jan-01-2013 and Feb-07-2013. It con-
tains around 200 million tweets. We used an IBM Infosphere Streams [3] tool for finding 
popular hashtags and for hashtag deduplication. For topic derivation, we used the GloVe 
[14] corpus. We created THLs using IBM Infosphere Streams [3] for every 60 minutes 
each day. Therefore, we get 24 THLs each day. 

 

Table 4. Experiment setup for the proposed CTD. 
Dataset used Publicly available Twitter data [13], containing 200 million tweets 

Tool used 
Using IBM Infosphere Streams [3] for finding popular hashtags 
and for hashtag deduplication 

Corpus used GloVe [14] 
 

Table 5. Experiment setup for the proposed TPHP. 

Dataset used 
Publicly available Twitter data [13], containing 200 
million tweets 

Tool used Using IBM Infosphere Streams [3] for creating THLs 
Time interval between THLs 60 minutes 
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4.2 Experiment Results 

To compare the proposed CTD with related work, we evaluate two parameters: pu-
rity [16] and F-measure [16]. To evaluate the proposed TPHP with related work we 
evaluate the mean average precision (MAP) [9]. 

First, we evaluate the purity. Purity [16] is used to find the quality of a derived topic 
cluster, which means how many of the derived hashtags in the derived topic actually 
belong to that topic cluster. A low-quality cluster of topics has purity 0 and a perfect 
cluster of topics have purity 1. It is calculated using Eq. (3). 

1( , ) max | |j i jN i
Purity K C k c   (3) 

where K = {k1, k2, ..., ki} is the set of clusters, C = {c1, c2, …, cj} is the set of classes, N is 
the total number of elements, ki is the set of documents in ki, and cj is the set of docu-
ments in cj in Eq. (3) [16]. 

For illustration, Table 6 shows example topics, hashtags and the number of related 
hashtags. Note that in Table 6 we can see that some hashtags are related to the associated 
topic and some do not. A topic is assigned based on a maximum number of hashtags that 
belong to the same cluster and are related to the topic. In Table 6, we can see that there 
are three topics and their derived hashtags. We can see the total number of hashtags that 
are related to the topic in the last column. Related hashtags are underlined in the table. 
For example, the purity of Table 6 is computed as, 

4 3 5
0.666.

18
Purity

 
   

 
Table 6. Topics, hashtags and number of related hashtags. 

Topic Topic cluster 
Number of hashtags related 

to the topic 

Music 
#nowplaying,#np, #songsthatilike,  
#musicfans, #aries, #tennis  

4 

Horoscope 
#capricorn, #libra, #leo, #music, 
 #retweet, #fb, 

3 

Sports  #soccer, #basketball, #baseball,  
#volleyball, #rugby, #followback 

5 

 

In Fig. 7, we compare the proposed CTD with intJNMF [2] and LF-LDA [17] in 
terms of purity. The purity of the proposed CTD is higher than that of intJNMF and LF- 
LDA for all cases. Note that we used a corpus with asymmetric topic LF-LDA. By using 
an asymmetric topic model, we minimize the similarity between topics. This makes top-
ics look different from one another and words are not repeated between topics too much. 
In addition, because of symmetric words, there is more similarity between words within 
a topic. This also brings better purity of resulting topics. As the number of topics in-
creases, purity also increases. Here the highest purity of topics for the proposed CTD is 
only around 0.64. This is because a social medium like Twitter includes users from many 
domains and they can use their own hashtags in their tweets. However, the resulted puri-
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ty of topics is still useful because we are able to differentiate the topics from one another. 
Note we compare CTD with intJNMF because intJNMF’s purity has been shown better 
compared to all other related work [2].  

 

 
Fig. 7. Purity of topics. 

 

Next, we evaluate the proposed CTD with intJNMF and LF-LDA in terms of F- 
measure. F-measure computes the harmonic mean of both precision p and recall r. Preci-
sion (p) is the number of hashtags correctly put in the same cluster and recall (r) is the 
actual number of hashtags that were identified correctly. Eq. (4) is used to calculate F- 
measure [16]: 

2 .
p r

F
p r





 (4) 

In a topic cluster, we will get hashtags. Among those hashtags, some are related to 
the topic and some are not related to the topic. By using these hashtags, we can calculate 
precision and recall. Here precision is the fraction of retrieved hashtags that are relevant 
to the topic and recall is the fraction of the relevant hashtags that are successfully re-
trieved. Then, F-measure can be calculated using precision and recall. Since the hashtags 
in the corpus are labeled, we can get a topic name for the topic cluster. For example, if 
we have a topic cluster “sports” with 20 hashtags, and we only retrieved 16 hashtags 
#soccer, #basketball, #baseball, #volleyball, #rugby, #bowling, #hockey, #polo, #bad-
minton, #retweet, #songs, #np, #nye, #google, #followme and #leo. Among the 16 hash- 
tags, only 9 hashtags (underlined) are related to sports. Then we calculate precision and 
recall as follows: 

9 9
0.56          0.45.

16 20
precision recall     

Then, F-measure 

0.56 0.45
2 0.49.

0.56 0.45


  


  

The way acquiring the labeled data is described as follows. We used GloVe corpus.  
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The hashtags in this corpus is labeled prior to the training of the GloVe model. Regard-
ing statistics of the hashtags, we used publicly available Twitter data that were crawled 
from Twitter between Jan-01-2013 and Feb-07-2013. It contains hashtags that were used 
in approximately 200 million tweets. Fig. 8 shows the comparison among the proposed 
CTD, intJNMF [2] and LF-LDA [17]. Assuming 95% of confidence level, errors (in 
terms of confidence interval) observed by applying the evaluation schema (i.e., F-Meas- 
ure) are marked in Fig. 8. The proposed CTD performs better than intJNMF [2] and 
LF-LDA for all cases in terms of F-measure. After 60 topics, the F-measure appears to 
be stable as we increase the number of topics. 

 

 
Fig. 8. F-measure of topics. 

 

In Table 7, we can see that the proposed CTD took less running time than intJNMF, 
but took slightly more running time than LF-LDA. This is because the proposed CTD 
uses a Twitter corpus and LF-LDA does not use any corpus. In the case of intJNMF, it 
uses interaction between tweets to derive topics; hence, it took more time. Nevertheless, 
the proposed CTD performs better in terms of purity and F-measure, as shown in Figs. 7 
and 8. 

 
Table 7. Running time (in seconds) comparison of the three algorithms versus num- 

ber of topics. 
Number of topics 20 40 60 80 100 
CTD (proposed) 93.8 97.6 100.8 101.2 101.5 

LF-LDA [17] 88.5 92.4 96.7 97.2 98.1 
intJNMF [2] 110.7 115.2 118.9 119.3 119.9 

 

Now we compare the proposed TPHP with related work Hybrid+ [9] in terms of 
MAP [9]. MAP can be used to measure the performance of prediction. It shows how 
many predicted popular hashtags are in the actual list of popular hashtags. For illustra-
tion, Fig. 9 shows the predicted popular hashtags based on the training data from the last 
week of January 2013 and the actual popular hashtags on Feb-01-2013. 

The prediction result in Fig. 9 shows that in a list of predicted 20 popular hashtags, 
10 hashtags are present in the actual list of popular hashtags. This means that the pro-
posed TPHP predicted 50% hashtags correctly. MAP is calculated by taking average 
precision (AP) of each prediction list. MAP is calculated using Eq. (5): 
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Fig. 9. Predicted popular hashtags (left) and actual hashtags (right). 

 

1 .

N

i
AP

MAP
N
   (5) 

Here AP is average precision in a list and N is the number of recommended lists. AP is 
calculated using Eq. (6): 

    
.

    

Number of hashtags predicted correctly
AP

Total number of recommended hashtags
  (6) 

Note that the AP of the above predicted list in Fig. 9 is 0.5, calculated as follows:  

10

20
0.5.AP    

For example, suppose that we have 5 prediction lists with APs: 0.5, 0.57, 0.55, 0.42 and 
0.45, then MAP can be calculated as 

0.5 0.57 0.55 0.42 0.45

5
0.498.MAP

   
   

In our experiment, we divided our dataset into training and testing data as follows: 
 
 Week-Day – Training data were from the last week of Jan-2013 and testing data were 

from Feb-01-2013. 
 Week-Week – Training data were from the last week of Jan-2013 and testing data were 

from the first week of Feb-2013. 
 Month-Week – Training data were from the full month of Jan-2013 and testing data 

were from the first week of Feb-2013. 
 

Fig. 10 shows the comparison between the proposed TPHP and Hybrid+ [9] in 
terms of MAP. As we can see the proposed TPHP performs better than Hybrid+ in all  
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MAP

three cases. The Week-Day’s MAP is higher because it uses one-week training data to 
predict one day. The Week-Week’s MAP is lower compared to the other two cases be-
cause both training and testing data contains one-week data, and it shows that if we use 
the same amount of training and testing data, then the MAP decreases. The Month- 
Week’s MAP is better than Week-Week’s MAP because it uses more training data than 
the test data. From our results, we conclude that better prediction can be achieved by 
creating THLs for every 60 minutes using timestamp. Hashtag trends are considered for 
an entire day in Hybrid+ [9], but in our proposed TPHP we consider trends of hashtags 
for every 60 minutes, and by this we can achieve better MAP. Here we compared our 
proposed TPHP with Hybrid+ because Hybrid+ has been shown achieving better MAP 
compared other related methods [9]. Note that the highest MAP in our TPHP is only 0.48. 
This is because it is hard to achieve higher MAP because new hashtags are created by 
users every day. 
 

  
Fig. 10. MAP comparison.        Fig. 11. Comparison of MAP with THL and without THL. 

 

As shown in Fig. 11, a better MAP can be obtained by creating THLs for every 60 
minutes; that is, we track the trending hashtags for every 60 minutes. Although the same 
MAP can be obtained by creating THLs for every 30 minutes, it generates more number 
of THLs and results in more calculations in computing the edit distance in comparison 
with the case for every 60 minutes. Therefore, a better MAP can be achieved by creating 
THLs for every 60 minutes. 

In Table 8, we can see that the proposed TPHP took less running time compared to 
Hybrid+. This is because in the proposed TPHP we create THLs for every 60 minutes 
and it gives top trending hashtags for every 60 minutes. However, in the case of Hybrid+, 
it takes an entire day’s hashtags and it results in higher running time. The Month-Week 
and Week-Week cases takes more running time than the Week-Day case as they used 
more tweet data for training and testing. Remind that the proposed TPHP performs better 
than Hybrid+ [9] in terms of MAP, as shown in Fig. 10. 

 

Table 8. Running time (in seconds) comparison of the two algorithms for three cases of 
training and testing data. 

Case Hybrid+ [9] TPHP (proposed) 
Week-Day 119.3 110.7 

Week-Week 217.8 190.0 
Month-Week 431.6 377.2 
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Fig. 12. A word cloud of popular hashtags on Jan-01-2013. 

 

Fig. 12 shows a word cloud of popular hashtags on Jan-01-2013. Bigger the size of 
a word represents a more popular hashtag on that day. Here we can see that #happyn-
ewyear was used by more users. We considered the top trending hashtags on Jan-01- 
2013 and #happynewyear is the most popular hashtag on that day. 

Fig. 13 shows popularity of hashtags over different periods. Here we compared 
#aries and #happynewyear. We checked popularity of these hashtags for three time in-
tervals. As we can see in the figure, #aries is more popular between 6 am and 10 am even 
though the time interval is only 4 hours. In the case of #happynewyear, we compared 
between 6 am – 10 am and 6 pm – 6 am. Here we can see that in both time slots the 
numbers of hashtags are almost equal. For the case of time interval 6 am – 10 am, alt-
hough the duration is only 4 hours, there is more number of hashtags used in that time 
slot. 

  
Fig. 13. Popularity of hashtags over different periods. 

 
In Twitter, for the same topic, some hashtags are used by many users and some 

hashtags are used by few users. By using the GloVe corpus with asymmetric topic LF- 
LDA, we may get hashtags related to a specific topic, as illustrated in Table 9. Then we 
rank hashtags according to the number of times they have been used. A hashtag is ranked 
higher if that hashtag is used by more users. In addition, we classify hashtags according 
to the number of times they have been used, as follows: 
 
 Private hashtags – A private hashtag has long lifetime but low frequency. This class 

of hashtags is restricted to personal usage, for example, #love, #boring and #my- 
thought. To find private hashtags, we consider lifetime of hashtags and frequency 
(number of times used) of hashtags. 
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 Burst hashtags – This class of hashtags reflects events happened in the physical world 
that usually burst in a short time with global discussion in Twitter and then disappear, 
for example, #20songsthatilike and #superbowl47. This class of hashtags is usually 
event oriented. 

 General hashtags – This class of hashtags lies between private hashtags and burst hash- 
tags. This class of hashtags has long lifetime as well as high frequency. This class of 
hashtags is usually used all days by users, for example, #aries, #capricorn and #good-
morning. 

Table 9. Topics and related semantic hashtags. 
Topic Semantic hashtags 

Horoscope 
#aries, #leo, #sagittarius, #taurus, #virgo, #capricorn, 
#gemini, #libra, #aquarius, #cancer, #scorpio, #pisces 

Music 
#np, #nowplaying, #20songsthatilike, 
#musicfans, #peopleschoice, #music 

 

 
Fig. 14. General hashtags related to horoscope. 

 

Fig. 14 shows general hashtags related to horoscope. The number of hashtags will 
not increase or decreases considerably in the case of general hashtags and the number of 
hashtags would remain almost the same during these days. Fig. 15 shows general hash- 
tags and burst hashtags related to music. #20songsthatilike and #musicfans were used 
more on Jan-03 and Jan-04 of 2013. #20songsthatilike was used around 100 times on 
Jan-02 and reached around 48000 on Jan-03 and again dropped to below 100 on Jan-05. 
Therefore, this hashtag is considered as a burst hashtag. #np and #nowplaying remained 
the same during these days and these hashtags are considered as general hashtags for music. 

Fig. 16 (a) shows the edit distance between THLs. We use edit distance to calculate 
volatility. By calculating volatility, we can find how people react to real world events. As 
we can see in Fig. 16 (b), volatility is very low on Feb-04-2013. This is because of less 
difference between THLs on that day and it indicates that people were talking about 
some particular topic. After examining the hashtags, we found that many top trending 
hashtags were related to Super Bowl 47. Super Bowl 47 is the 47th championship game 
of the American professional football that was held on February 04, 2013. More Twitter 
users were talking about that event; hence, there were not much difference between THLs. 
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Fig. 15. General hashtags and burst hashtags related to music. 

 

 
             (a) Edit distance                                 (b) Volatility  

 
             (c) Edit distance                               (d) Volatility 

Fig. 16. (a) & (c) edit distance, (b) & (d) volatility. 
 

Similarly, Fig. 16 (c) shows the edit distance between THLs. Fig. 16 (d) shows that 
volatility is minimum on Jan-27, 2013. This is because of less difference between THLs 
on that day and it indicates that people were talking about some particular topic. After 
examining the hashtags, we found that many top trending hashtags were related to 2013 
Pro Bowl. 2013 Pro Bowl was the National Football League’s sixty-third annual all-star 
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game that was held on January 27, 2013. More Twitter users were talking about that 
event; hence, there were not much difference between THLs. 

Fig. 17 shows the difference between two trending hashtags with respect to number 
of users who used these hashtags. In Fig. 17 (a), #igotathingfor is one of the popular 
hashtags on Jan-14-2013 and in Fig. 17 (b), #arianarilakkuumacontest is one of the pop-
ular hashtags on Jan-04-2013. If we compare the number of hashtags used and the num-
ber of users in these two hashtags, we can clearly see the difference between them. In the 
case of #igotathingfor, the number of hashtags is almost equal to the number of users and 
we can say that this is a popular hashtag. As to #arianarilakkuumacontest, we can see the 
difference between the number of hashtags and the number of users is larger. That is, the 
latter hashtag is considered as less popular than the former one. 

 

 

 

 
 

Fig. 17. Difference between two popular trending hashtags. 
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5. CONCLUSIONS 

In the era of big data, we are capable to track, observe, analyze and predict the 
spread of information by utilizing large amounts of digital data. In this paper, we have 
presented how we can derive topics in social media like Twitter using a corpus. Com-
pared to intJNMF, a representative related work, our corpus-based topic derivation (CTD) 
performs better in terms of purity and F-measure because of using asymmetric topic 
LF-LDA with a corpus. The purity (F-measure) of our proposed CTD increases from 
5.26% (27.81%) to 11.32% (34.28%) for 20 to 100 topics. We have also presented a 
timestamp-based popular hashtag prediction (TPHP) to predict popular hashtags. We use 
edit distance to find the difference between consecutive THLs. By using the edit distance, 
we can calculate volatility to find how people react to real world events. Compared to 
Hybrid+, a representative related work, the mean average precision (MAP) of our TPHP 
approach increases by 19.45% (week-day), 15.08% (week-week) and 16.95% (month- 
week). Our experiment results show that using timestamp we can achieve better MAP by 
creating THLs for every 60 minutes. 

6. FUTURE WORK 

We have used a Twitter corpus in our CTD approach. It would be interesting to see 
whether other corpuses like a Wikipedia corpus or any other social media like Instagram 
or Facebook corpuses will help improve the purity of their resulting topics. In addition, it 
will be useful to consider ELMo [26] vectors to help solve the OOV hashtags problem if 
the number of OOV hashtags is large. This also helps in word sense disambiguation and 
performance improvement relative to GloVe across a variety of NLP tasks. We have 
used trending hashtags lists (THLs) as a feature to increase the MAP while predicting 
popular hashtags in our TPHP. It would be interesting to explore what other properties 
such as URLs and user locations of Twitter could be used for enhancements. 
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