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With the popularity of the Internet, e-mail has gradually become one of the important 

communication tools for people’s work and life with its fast and convenient advantages. 

However, the problem of spam has become increasingly serious. It not only spreads harm-

ful information, but also consumes a lot of public resources and infringes the legitimate 

rights and interests of e-mail users and enterprises. Although there are many spam filtering 

methods at present, the situation that spam does not fall but rises shows that the existing 

spam filtering methods have not achieved ideal filtering effect. This paper uses naive 

Bayesian method and small sample to classify e-mail, and combines Chinese information 

processing technology to propose an efficient filtering system BETSY. The experimental 

results show that the method proposed in this paper has achieved good results and has 

direct application value.      
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1. INTRODUCTION 
 

Text classification is useful in document classifications and many techniques have 

been developed already. In this paper, Naïve Bayes method is used for e-mail classification 

and proved to be effective based on the experiments. 

 

1.1 Text Classification 

 

Text classification [1, 2] is an important research content of text mining. It refers to 

determining a category for each document in the document collection according to the pre-

defined topic category. Through text classification, people can store, retrieve and further 

process text by category, which can help people better find the information and knowledge 
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they need. Text classification has gone through several different stages of development. 

The first text classification is mainly manually identified. By 1964, Mosteller and Wallace 

had created a new stage of text classification in the work of identifying the author of the 

article. They considered the characteristics of words, sentence length, frequency of func-

tional words and lexical differences in classification. At present, although the information 

carriers on the Internet are diversified, text is still the main source of information on the 

Internet, which makes the recent text classification have a wide range of applications, such 

as extracting symbolic knowledge, news distribution, e-mail classification, e-mail filtering, 

learning user interests, search engines, information retrieval, etc. 

Classification is one of the most basic cognitive forms of information. The traditional 

literature classification [3-5] research has rich research results and considerable practical 

level. However, with the rapid growth of text information, especially the surge of online 

text information on the Internet, the traditional manual classification methods have been 

powerless. Using advanced computer technology to carry out automatic classification is 

not only convenient, fast and simple, but also can further carry out deeper information pro-

cessing to improve the efficiency of information utilization. At the same time, with the 

increasing abundance of information, people’s requirements for the accuracy and recall of 

content search will become higher and higher. Automatic classification using advanced 

computer technology is an effective means and inevitable trend to replace the traditional 

manual classification methods, which is of great significance to improve the efficiency and 

quality of information search. 

 

1.2 E-mail Client 

 

With the development of Internet technology and network office, e-mail has become 

one of the main means of communication. E-mail system includes client [6-8] and server. 

Among the current two popular operating systems, Windows operating system is known 

for its friendly interface and convenient operation. However, e-mail system based on Win-

dows platform generally does not disclose the source code, and people can not complete 

or reduce its functions according to specific needs; Although the network service function 

of Unix operating system is powerful, it requires administrators to understand the mail 

system structure and have rich experience in Unix platform development, which is more 

suitable for installing large mail servers. 

With the development of computer software and hardware and the improvement of 

communication service quality, the mail system has realized the transmission of various 

types of information such as electronic letters, document numbers, images and digital 

voice. At the same time, users can easily obtain a lot of free news information and various 

special mail information to achieve fast and efficient information retrieval. Its extensive 

use has changed the traditional way of communication. The number of e-mails sent every 

day continues to increase. Experts estimate that by 2021, more than 306 billion e-mails 

will be sent every day. By 2024, this figure is expected to increase by 20%. These figures 

highlight the convenience of e-mail communication, and also indicate that e-mail is begin-

ning to consume our lives. Many people complain that they can hardly keep up with all the 

emails they receive every day. Spam is undoubtedly a problem, but even legitimate e-mail 

can cause its inbox to overflow. The e-mail client is helping us solve the problem of ex-

cessive e-mail by classifying e-mail content. 
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As people increasingly rely on e-mail technology to communicate with friends and 

colleagues, the number of contacts in the e-mail list will continue to grow. This will bring 

various complications to people. It may be difficult for them to track different people in 

the contact list, which may make them forget how the relationship was initially formed. 

Even if their e-mail addresses and names are still stored in the database, they may com-

pletely lose track of some contacts. The e-mail client manages the contact list through big 

data technology, and can also rely on new AI technology to help recommend new sorting 

options to help us solve the e-mail contact management problem. Big data is very useful 

for e-mail clients. They use this technology to solve many problems, including contact 

management and network threat prevention. Everyone who uses e-mail will benefit from 

the new development of big data technology. 

In practical applications, it is often necessary to carry out secondary development of 

the mail system, and most of the existing mail client software does not disclose the source 

code, so people cannot enhance its performance. Therefore, this paper describes and im-

plements a mail filter BETSY. 

2. RELATED WORK 

Email filtering [9, 10] is a tool for users to filter, classify and manage email. Email 

filtering can be defined for the address and subject of the letter, to control whether the mail 

meeting a certain condition is stored in the specified location, and to classify the user's 

related mail. For example, all messages from a user’s uncle Joe may be placed in a folder 

named “Uncle Joe”. Filters can also be used to block or receive e-mail from a specified 

source. With the rapid development of Internet-related applications, the progress of adver-

tising technology and the popularity of e-mail, more and more spam is flooding our lives. 

Spam generally has the characteristics of mass sending. Its contents include moneymaking 

information, adult advertising, commercial or personal website advertising, electronic ma-

gazines, serial letters, etc. Spam can be divided into benign and malignant. Benign spam 

is a kind of information mail that has little impact on the recipient, such as various adver-

tisements. Malicious spam refers to destructive email. In this section, we will focus on 

personal email filtering and discuss the relevant technologies of email filtering. 

 

2.1 Text Representation Model 

 

The biggest difference between text and database records is its unstructured charac-

teristics [11-14]. Text is a one-dimensional linear character stream. From the perspective 

of modern linguistics, text has a three-dimensional recursive structure. However, in order 

to analyze this recursive generation structure, it is necessary to carry out deep natural lan-

guage processing of large-scale real text. At present, this technology has not reached the 

practical level. When we say that the content of text information is unstructured, it mainly 

means that its surface layer has no vector structure like the records in the database. There-

fore, if you want to use the mature classification and clustering technology of structured 

data to classify and cluster text, the first problem to be solved is the structure of unstruc-

tured data. In order to enable the computer to truly analyze the text features, it is necessary 

to effectively represent the text features, and express the text as a mathematical vector that 
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the computer can process. From the first day of the emergence of text classification tech-

nology, there have been many text representation models, such as Boolean model, vector 

space model, probability model, potential semantic index model, etc. These models use 

different methods to deal with feature weighting, category learning and similarity judg-

ment from different perspectives. This paper adopts probability model. 

The probability model considers the correlation between words and classifies the text 

in the text set into relevant text and irrelevant text. Based on the probability theory in 

mathematical theory, the probability of the occurrence of these words between the relevant 

text and the irrelevant text is expressed by giving some probability value to the character-

istic words, and then the probability of the correlation between the texts is calculated, and 

the system makes decisions based on this probability. 

There are many forms of probability models, one of which is Bayesian probability 

model. Bayesian probability model uses probability architecture to represent feature items, 

decomposes training examples into feature vectors and decision category variables. This 

model assumes that the components of feature vectors are relatively independent from the 

decision variables, that is, each component acts independently on the decision variables. 

Although this assumption limits the scope of application of Bayesian model to a certain 

extent, in practical applications, the complexity of Bayesian network construction is re-

duced exponentially. In many fields, even if this assumption is violated, Bayesian proba-

bility model also shows considerable robustness and efficiency, and has been successfully 

applied to classification. 

 

2.2 Supervisions 

 

When you define a classification category, the text will be supervised and classified 

[15-17]. Its working principle is training and testing. We provide tag data for machine 

learning algorithms. The algorithm trains on the marked data set and gives the required 

output (predefined category). In the test phase, the algorithm uses the unobserved data and 

classifies them according to the training phase. 

Email filtering is an example of supervised classification. Received e-mails are auto-

matically classified according to their contents. Language detection, intention, emotion 

and emotion analysis are all based on the monitoring system. It can operate on special use 

cases, such as identifying emergencies by analyzing millions of online information. 

In the BETSY system we have described and implemented, a large number of super-

vision training will greatly improve the accuracy of BETSY’s filtering email. For example, 

BETSY filtered 40 messages in 10 different folders by using training data sets, and 8 mes-

sages were filtered incorrectly, with an accuracy rate of 80%. 

 

2.3 Naive Bayes 

 

Bayesian classification [18-22] is a statistical classification method, which is a kind 

of classification algorithm using probability and statistical knowledge. In many cases, na-

ive Bayesian classification algorithm can be compared with decision tree and neural net-

work classification algorithm. This algorithm can be applied to large databases, and the 

method is simple, the classification accuracy is high, and the speed is fast. A Bayesian 

classifier assumes that a document is generated by a mixture model with parameters , 
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consisting of components C = {c1, …, cn} that correspond to the classes. A document is 

generated by first selecting a component cj  C according to the prior distribution P(cj|) 

and then choosing a document di according to the parameters of cj with distribution P(di|cj; 

). The likelihood of a document is given by the total probability. 

1
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2.4 Small Sample 

 

Data-driven evaluation methods mainly include fuzzy clustering, support vector ma-

chine, neural network, etc. These methods require large sample size, but in the actual eval-

uation process, due to the impact of cost, period and other factors, it is impossible to con-

duct a large number of tests to obtain large samples. In this case, the traditional statistical 

method under the condition of large sample is still used, which is difficult to ensure the 

reliability of the final evaluation results. Therefore, it is of practical significance to study 

the state detection and evaluation method under the condition of small sample. Small sam-

ple analysis methods refer to statistical analysis methods applicable to processing small 

sample data, such as gray model, Bayes method, etc. Yang J W et al. calculated the cumu-

lative failure probability of the anti-skid valve according to Bayes reliability theory, solved 

the posterior distribution using MCMC algorithm, and then obtained the reliability infor-

mation of the entire anti-skid system [23]. Fan X et al. reasonably combined the experi-

mental data and historical information, and estimated the life of LED with higher confi-

dence using Bayes method [24]. Ali S et al. modified the generalized exponential distribu-

tion model and used Bayes method to estimate the parameters of the modified model to 

study the life of electronic equipment at different voltage levels [25]. Zhou K et al. ana-

lyzed the reliability of transmission line interruption based on layered Bayes model with 

limited interruption data [26].   

3. BETSY 

BETSY is a windows-based program that classifies text based on trained material. It 

was designed for automated essay scoring and can be applied to any text classification task. 

Its features include following: Multinomial & Bernoulli Naive Bayes models, Optional 
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Porter stemming, popular database format, output on screen and into CSV files, re-entrant 

training, training file trimming, infrequent term purge, phrase search, web interface, diag-

nostic information and free. BETSY was originally proposed and developed by the Uni-

versity of Maryland. In recent years, more and more users have used BETSY for email 

filtering, and it has become a mature software package. This paper also carries out function 

test on this system. 

BETSY uses Naive Bayes algorithm, which can quickly classify and filter junk e-

mail. The premise of Naive Bayesian algorithm is that each attribute is independent of each 

other. When the data set meets this assumption of independence, the accuracy of classifi-

cation is higher, otherwise it may be lower.  

 
Table 1. E-mail corpus information. 

User Number of Email Messages Number of Folders 

1 2715 27 

2 373 16 

3 655 13 

4 4447 33 

 

The weakness of Bayes method is that the probability distribution of the class popu-

lation and the probability distribution function (or density function) of various samples are 

often unknown. In order to obtain them, the sample is required to be large enough. In ad-

dition, the Bayes method requires that the subject words of the expression text are inde-

pendent of each other, which is generally difficult to meet in the actual text, so the method 

is often difficult to achieve the theoretical maximum in effect. 

4. EXPERIMENTS 

From the perspective of system implementation, mail classification generally includes 

three modules: establishing feature library, training, and testing. 

First, the BETSY system extracts the feature items from the text of the training email, 

and establishes a feature database about the feature information; Then use the training set 

email to represent the text according to the information of the feature items in the feature 

library for the training of the classifier; Finally, the test set email is used to evaluate the 

effect of the system classification based on the text representation of the feature items in 

the feature library. 

The purpose of establishing feature library is to reduce the dimension of text feature 

vector in email, remove redundant feature items, and retain distinguishing feature items. 

At the same time, distinguishing features can improve the accuracy of the system. The 

process of building feature database is to select an evaluation function to evaluate all fea-

ture items according to the statistics of a large number of samples. Select the feature items 

with high evaluation value to form the feature library. We believe that the feature items 

with high evaluation score are the backbone of the article and play a key role in the under-

standing and expression of the article, while the feature items with low evaluation score 

make little contribution to the content of the article. Removing these feature items will not 

affect the expression and classification of the meaning of the article. 

The essence of training is to obtain the classification model through the training samp-
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les of known categories, which can be divided into three processes: text preprocessing, text 

representation and training classifier. The purpose of text preprocessing is to remove stop 

words from the text. The purpose of text representation is to retain the feature items with 

strong distinguishing ability and calculate their weights, and replace the text with the form 

of feature vectors. The purpose of training classifier is to establish a functional mapping 

relationship of text classification by using machine learning method for the training text 

and its category. 

The purpose of the test is to measure the effect of the text classification system by 

comparing the classification of some articles made by experts and the text classification 

system. The testing process includes four steps: text preprocessing, text representation, 

classification and evaluation of classification results. Text preprocessing and presentation 

are exactly the same as the work done in the training module. Classification is to judge 

which category the mail belongs to through the trained classifier. Finally, the classification 

results are evaluated using evaluation indicators. We collected 150 e-mails as training sam-

ples, and 5 e-mails were used to test the dataset. 

We start the experiment with 50 training samples for each group. After finishing train-

ing step, then we proceed to classify the testing samples. Next, we add another 50 training 

samples (100 samples) in the training step and classify testing samples again. Finally, we 

use all the training samples (150 samples) to precede training and classify the testing sam-

ples. For testing samples, we collect 5 mails for each group. The result of classification is 

shown in Table 2. The classification effect is very good. It shows that BETSY mail filter 

has good filtering effect, and the detailed results are as follows. 

 

Table 2. The classification accuracies in different number of training samples. 

Number of Training Samples Classification Accuracy 

50 90% 

100 100% 

150 100% 

 

In Tables 3-5, the rows are testing samples and each cell means the probability of 

each testing sample in each group (business, entertainment, science and sports). Bold font 

means the highest probability of the testing sample. 

From the results in Tables 3-5, we can see that when I use 50 training samples, the 

probability of the testing sample e3 is 0.6131942, and this means after calculation by 

BETSY, e3 is classified as entertainment with about 60%. When I use 100 training samples, 

the probability becomes 0.9991125. After using all training samples, the probability be-

comes 0.9999985, and it is close to 1. It is obviously that when we use more training sam-

ples, we will get higher precision. 

 
Table 3. The classification result with 50 training samples. 

Testing Sample business_prob entertainment_prob science_prob sports_prob 

b1 1.0000000 0.0000000 0.0000000 0.0000000 

b2 1.0000000 0.0000000 0.0000000 0.0000000 

b3 1.0000000 0.0000000 0.0000000 0.0000000 

b4 1.0000000 0.0000000 0.0000000 0.0000000 

b5 1.0000000 0.0000000 0.0000000 0.0000000 
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e1 0.0070509 0.9926809 0.0002682 0.0000000 

e2 0.0000000 0.9804164 0.0000113 0.0195723 

e3 0.0067691 0.6131942 0.0022366 0.3778000 

e4 0.0000125 0.9986121 0.0013539 0.0000215 

e5 0.0044899 0.9949812 0.0004243 0.0001045 

sc1 0.0543090 0.5653368 0.3803514 0.0000028 

sc2 0.0000000 0.0000000 1.0000000 0.0000000 

sc3 0.3266367 0.0004327 0.6729306 0.0000000 

sc4 0.0000001 0.0105692 0.2497508 0.7396799 

sc5 0.0000000 0.0000882 0.9999118 0.0000000 

sp1 0.0000000 0.0000000 0.0000000 0.9999999 

sp2 0.0000001 0.0000000 0.0000000 0.9999999 

sp3 0.0000000 0.0000000 0.0000000 1.0000000 

sp4 0.0000000 0.0000000 0.0000000 1.0000000 

sp5 0.0000001 0.0000002 0.0000001 0.9999996 

 

Table 4. The classification result with 100 training samples. 

Testing Sample business_prob entertainment_prob science_prob sports_prob 

b1 1.0000000 0.0000000 0.0000000 0.0000000 

b2 1.0000000 0.0000000 0.0000000 0.0000000 

b3 1.0000000 0.0000000 0.0000000 0.0000000 

b4 1.0000000 0.0000000 0.0000000 0.0000000 

b5 1.0000000 0.0000000 0.0000000 0.0000000 

e1 0.0003478 0.9976545 0.0019978 0.0000000 

e2 0.0000000 1.0000000 0.0000000 0.0000000 

e3 0.0001408 0.9991125 0.0002817 0.0004650 

e4 0.0000000 1.0000000 0.0000000 0.0000000 

e5 0.0000000 0.9999997 0.0000002 0.0000000 

sc1 0.0000468 0.0073511 0.9926016 0.0000006 

sc2 0.0000000 0.0000000 1.0000000 0.0000000 

sc3 0.0000000 0.0000000 1.0000000 0.0000000 

sc4 0.0000000 0.0001454 0.9969147 0.0029399 

sc5 0.0000000 0.0000000 1.0000000 0.0000000 

sp1 0.0000000 0.0000000 0.0000000 1.0000000 

sp2 0.0000000 0.0000000 0.0000000 1.0000000 

sp3 0.0000000 0.0000000 0.0000000 1.0000000 

sp4 0.0000000 0.0000000 0.0000000 1.0000000 

sp5 0.0000000 0.0000000 0.0000000 1.0000000 

 

Table 5. The classification result with 150 training samples. 

Testing Sample business_prob entertainment_prob science_prob sports_prob 

b1 1.0000000 0.0000000 0.0000000 0.0000000 

b2 1.0000000 0.0000000 0.0000000 0.0000000 

b3 1.0000000 0.0000000 0.0000000 0.0000000 

b4 1.0000000 0.0000000 0.0000000 0.0000000 

b5 1.0000000 0.0000000 0.0000000 0.0000000 

e1 0.0000000 1.0000000 0.0000000 0.0000000 

e2 0.0000000 1.0000000 0.0000000 0.0000000 

e3 0.0000000 0.9999985 0.0000013 0.0000002 
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e4 0.0000000 1.0000000 0.0000000 0.0000000 

e5 0.0000000 1.0000000 0.0000000 0.0000000 

sc1 0.0000000 0.0000701 0.9999299 0.0000000 

sc2 0.0000000 0.0000000 1.0000000 0.0000000 

sc3 0.0000000 0.0000000 1.0000000 0.0000000 

sc4 0.0000000 0.0000267 0.9999717 0.0000016 

sc5 0.0000000 0.0000000 1.0000000 0.0000000 

sp1 0.0000000 0.0000000 0.0000000 1.0000000 

sp2 0.0000000 0.0000000 0.0000000 1.0000000 

sp3 0.0000000 0.0000000 0.0000000 1.0000000 

sp4 0.0000000 0.0000000 0.0000000 1.0000000 

sp5 0.0000000 0.0000000 0.0000000 1.0000000 

5. CONCLUSION AND FUTURE WORK 

The essence of email filtering is text classification. Whether it is spam filtering or 

network public opinion analysis, it can be regarded as the two-classification problem of 

short text. In short text classification, most Chinese texts have the problem of sparse text 

and high-dimensional features; At the same time, the Bayesian classification model has the 

problems of feature limitation and the assumption of conditional independence between 

attributes does not exist. The high dimension of features, the limitation of features and the 

non-existence of the assumption of conditional independence of classification model have 

become important factors restricting short text classification. In order to reduce the adverse 

impact of the above defects on short text classification, combining with the actual situation 

of spam filtering, the naive Bayesian classification algorithm was improved, and achieved 

good results. 

In this study, because BETSY is only able to process text content, so we focus on 

text-based e-mail classification. In other words, if e-mails contain graphic or other object, 

that would make incorrect result of classification. On the other side, because we take e-

paper (news) as training samples, it means that the training samples have organized well, 

so that I can get high precision results with a few samples. In other words, if the training 

samples do not process first, BETSY may use more samples for training in order to get 

satisfied outcome. 
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