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Dynamic voltage and frequency scaling (DVFS) is considered one of the most effi-

cient techniques for reducing energy consumption. Our studies have found that the opti-
mal operation speed with optimal energy efficiency typically achieves when the proces-
sor running at a specific speed other than the lowest speed. Additionally, there exists an 
inverse relationship between the memory access rate (MAR) and the frequency that can 
minimize the energy consumption. Therefore, a predictive model can be deduced from 
the memory access rate to determine a frequency that tends to minimize the CPU energy 
consumption. In this paper, the existence of a critical speed and the memory access 
rate-critical speed equation (MAR-CSE) is proved theoretically and practically. A lower 
bound for Dynamic Voltage and Frequency Scaling is also defined. We report the most 
energy-efficient DVFS model that provide upper bounds of the reduction of energy con-
sumption. The proposed approach has been implemented on embedded Linux operating 
system. The experimental results on energy consumption analysis show that our algo-
rithm outperforms other existent DVFS algorithms. 
 
Keywords: dynamic voltage and frequency scaling (DVFS), handheld devices, embedded 
systems, low power software design, optimal energy saving 
 
 

1. INTRODUCTION 
 

In nowadays, a lot of battery-powered handheld devices usually feature power man-
agements for extended the using time. For example, because one of the major sources of 
power consumption is the LCD backlight, a device typically turns off the backlight when 
the display is not in use. Moreover, the CPU can be placed in an idle or sleep mode when 
no tasks need to be processed. These methods are called dynamic power management 
(DPM). One improvement to backlight power management involves the use of a sensor 
to control the brightness level according to the ambient light. Liang et al. [1] presented 
an adaptive workload driven power management policy with an objective to improve 
energy efficiency according to the corresponding workload variations. A similar method, 
called dynamic voltage and frequency scaling (DVFS) [2], can be applied to the proces-
sors when multiple voltage and frequency levels are supported. DVFS provides an ener-
gy-efficient mechanism while the CPU is in an active state, and is highly useful when a 
system does not need to run its applications at the highest performance point [3]. In this 
case, the frequency and voltage can be adjusted for reducing power consumption ac-
cording to the computing system status and the task performance requirement. DVFS 
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also can be easily implemented in a real-time system in this way under the timing con-
straint, the task can be executed with a lower CPU frequency and voltage with satisfac-
tory performance that can indeed reduce power dissipation [4, 5]. Moreover, the power 
managements [6, 7] that combine the DVFS and DPM approaches had been proposed for 
mobile devices. 

This paper proposes an optimal energy saving DVFS approach and determines the 
upper bounds of the reduction of energy consumption on DVFS systems. Based on the 
experimental measurements, we have observed that reducing the CPU frequency may not 
always induce lower energy consumption. The lowest energy consumption usually oc-
curs under a specific CPU frequency other than the lowest CPU frequency. This is due to 
the effect of memory accesses. The frequency that leads to the lowest energy consump-
tion is achieved as the critical speed for the used program on the measured platform. The 
existence of this phenomenon could be mathematically proved in this study by observing 
the power consumption models of the processor and memory accesses. In addition, we 
also find an inverse relationship exists between the memory access rate (MAR) and the 
frequency of the minimized energy consumption as derived from the models and ob-
served from the experiments. Thus, a correlation model based on the relationship can be 
constructed and used during the execution of tasks to predict the critical speed when the 
run-time MAR information is obtainable. 

Based on the critical speed, a suitable CPU frequency that can balance the energy 
consumption and performance should be chosen as the target frequency. The system 
performance information for computing the memory access rate can be obtained from the 
hardware performance counters if available. The hardware performance counters are 
provided by typical processors, such as Intel XScale processors and ARM processors. A 
hardware counter is realized as the performance monitor unit (PMU) [8]. This paper im-
plemented the proposed DVFS algorithm in the embedded platform with Linux operating 
system as a user-space power manager. This paper describes how to design and imple-
ment the algorithm. 

The remainder of this paper is organized into seven sections described as follows. 
Related works are first discussed in Section 2. In Section 3, the existences of the critical 
speed and the relationship between the memory access rate and the critical speed are 
proved and derived, respectively. Section 4 presents the MAR and critical speed data 
from benchmark programs for constructing a data-based correlation equation. The pro-
posed DVFS algorithm is also introduced and explained here. Section 5 describes the 
implementation of the algorithm as a Linux user-space power manager. Section 6 reports 
the experimental results and presents a comparison of the proposed algorithm with 
standard Linux DVFS implementations. Finally, the conclusion is provided in Section 7.  

2. RELATED WORK 

Most applications do not need to be run at the highest performance level from the 
processor at all times. Consequently, DVFS can be used to reduce the energy consump-
tion of the running systems. The dynamic power caused by gate switching operations 
substantially contributes to the total power dissipated in the CMOS circuits. The dynamic 
power consumption can be expressed by 
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Pdyn = NswCLV2
ddf    (1) 

where Nsw is the switching activity, CL is the load capacitance, Vdd is the supply voltage, 
and f is the operating frequency. Based on Eq. (1), the power consumption is proportion-
al to the product of the frequency and the square of the supply voltage. Although decreas- 
ing the frequency can help reduce the power consumption, the program execution time is 
usually also lengthened accordingly. Therefore, the total energy consumption may remain 
the same. However, according to the relationship between the circuit delay and the volt-
age [9], a lower frequency typically allows a lower supply voltage needed to be used. 
Hence, decreasing the frequency and required voltage simultaneously could have a qua- 
dratic to cubic effect on the reduction of the power consumption, or equivalently, nearly 
a quadratic effect on energy reduction. This is the central idea behind DVFS mechanisms. 

In applying DVFS, the processor may reduce its frequency along with the voltage 
when the performance demand is lower. For example, the Linux Ondemand DVFS algo-
rithm [10] scales down the CPU frequency when the CPU utilization is decreased. DVFS 
is also often considered in real-time systems, in which the execution duration of a job 
can be extended to its maximal allowable finish time (i.e., the deadline) so that the clock 
rate can be slowed, and the energy consumption can thus be reduced.  

In real applications, executing the programs involves the operations not only inside 
the processor but also in memory accesses. DVFS researchers have begun examining the 
memory impact on the energy consumption of processors. Some researchers [11] indi-
cated that the concept of memory accesses make great achievement by quantifying them 
into the DVFS algorithms. Lafond [12] proved that the distribution between the proces-
sor and memories is constant throughout the JVM execution with 70% of the energy 
consumed by memory accesses. This shows the importance of memory accesses on en-
ergy consumption determination, especially for embedded systems. In [13], Choi et al. 
presented a DVFS schema named workload decomposition, in which the system work-
load is decomposed into two parts: on-chip and off-chip. This technique is performed 
based on particular run-time statistics reported by the performance monitor unit counters. 
The on-chip workload represents the cycles of the executed instructions in CPU opera-
tions, and the off-chip workload represents the cycles for memory accesses. S. Eyerman 
[14] also used off-chip workload to propose a counter architecture for online DVFS 
profitability estimation on superscalar out-of-order processors. Isci [15] demonstrated a 
real-system implementation of a run-time phase predictor that works cooperatively with 
on-the-fly dynamic management, which considers the memory access rate as a critical 
factor. The paper in [16] proposed a continuously adaptive DVFS by using available 
performance counters to predict memory-bound rate with the effect of CPU speed.  

Rajan et al. [17] used the MAR according to the run-time statistics information pro-
vided by the PMU to estimate the effect of external memory accesses. Chen [18] pro-
posed dynamic frequency scaling schemes with approximation algorithms to provide 
tradeoffs of approximation guarantees in power consumption minimization with time and 
space complexity. The paper presented an online algorithm to achieve maximal energy 
savings by selecting the optimal CPU frequency-voltage combination based on the sys-
tem workload. A dual-speed technique was adopted to approximate the optimal frequen-
cy-voltage combination by using two neighboring frequencies. Choi and Cha [19] also 
obtained number of data cache from PMU in XScale processor. 
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Fig. 1. Energy consumption for different frequencies. The CPU speed and the energy are normal-

ized with respect to that of the highest frequency supported by the processor. 
 

The reason that the frequency and voltage of a processor can be adjusted according 
to the effect of memory accesses is because memory operations usually pose a restriction 
to the execution time of a program due to memory access latency. Properly reducing the 
frequency of a running program that involves more memory accesses may only affect the 
performance slightly; in the meantime, considerable energy consumption could thus be 
saved. Similar ideas have been applied by using other power-saving methods. For exam-
ple, the paper [20] proposes a performance evaluation method by using the memory ac-
cess rate when DVFS is activated. In this way, users can easily achieve effective energy 
consumption and performance by specifying the allowable performance loss factor. Lin 
et al. [21] proposed a DVFS algorithm to reduce the power consumption through user 
feedback to maintain the performance at a satisfactory level. 

Our work was motivated by the observations of real measurements on embedded 
devices. We observed that the lowest energy consumption usually appears at an operat-
ing frequency higher than the lowest frequency [22]. Several different features of bench- 
marks were run with different frequency on the PXA270 platform to observe the energy 
consumption. Fig. 1 shows an example of our measured result. As shown in the figure, as 
the CPU speed decreases from the highest frequency, the energy consumption is initially 
reduced. However, when the normalized speed is lower than a specifically speed, the 
energy consumption increases instead. This is because when the CPU slows down, the 
total execution time is accordingly lengthened and may hence cause the total energy 
consumption to be increased because the memory is still kept active and consumes extra 
energy during the extended execution time. Based on this example, the CPU speed at the 
turning point of the curve in Fig. 1 is called the critical speed of the program on the 
measured platform. To prove that the critical speed exists, a mathematical model for the 
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relationship between the processor speed and energy consumption is derived in the fol-
lowing section. 

This paper presents a mathematical model to prove that the lowest energy consump-
tion usually appears at an operating speed higher than the lowest frequencies. This study 
proposes an efficient memory-aware DVFS algorithm based on a relationship between 
the memory access behavior, which is determined according to the MAR, and the critical 
speed. An equation, called the memory access rate-critical speed equation (MAR-CSE), 
is constructed according to the relationship and used in run-time to predict the critical 
speed. The predicted frequency may somewhat decrease the execution performance be-
cause the equation is used to minimize the energy consumption rather than to maintain 
the level of performance. The main contributions of our work are listed as follows: (1) 
we prove the existence of the critical speed theoretically and experimentally; (2) we 
prove that the MAR is inversely proportional to the critical speed, and construct an equa-
tion based on this relationship, the MAR-CSE; (3) a lower boundary for Dynamic Volt-
age and Frequency Scaling is defined; (4) we also propose an optimal energy-saving 
DVFS algorithm for non-real-time systems. The algorithm was implemented as a us-
er-space policy manager on the Linux for dynamic processor power management, in 
which the PMU is used to obtain run-time information on memory accesses for critical 
speed prediction. The algorithm and the implementation are detailed described in the 
following sections. 

To develop an efficient method for applying an energy-saving algorithm to proces-
sors, power measurement is also a crucial issue because the accuracy of the prediction 
equation depends on the results of the measurements for the target processor. In [23], 
Rethinagiri proposed proposes a simulation based power estimation and optimization 
tool for complex processor based platforms at system-level (PETS). However, the tool 
still has a maximum prediction error of 4.5%. Contreras and Martonosi [24] demonstrat-
ed a linear power estimation model that uses the PMU to estimate the power consump-
tion of an Intel PXA255 processor. The model provides a simple way to obtain power 
consumption information without requiring specific hardware to obtain the measure-
ments. In [25], Snowdon et al. built a performance and energy model in which the PMU 
was also used as a mechanism to estimate the performance degradation and energy con-
sumption. The power measurement becomes more important than ever on computing 
systems. By comparison, the goal of this study is to accurately measure the power con-
sumption data for designing an accurate prediction mode, we used standalone measure-
ment hardware instead of the estimation methods proposed by the previous works. The 
details of our improved measurement method are discussed in the subsequent section. 

3. MODELS OF MAR AND CS 

This section presents the existences of the critical speed and the relationship be-
tween the memory access rate and the critical speed. 

 
3.1 The CPU Energy and the Frequency 
 

Memory Access Rate [16] was used in the experiments ass an appropriate indication 
of the system workload. The MAR is defined as follows: 
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Instruction Cache Missed + Data Cache Misses

Number of Instructions Executed
mem

instr

N
MAR

N
      (2) 

Nmem = MAR  Ninstr (3) 
 

In these equations, Nmem is the number of memory accesses and Ninstr is the number 
of instruction executed, assuming the bus frequency and the power consumption of the 
memory subsystem are both fixed. In real hardware, the CPU frequency is typically a 
multiple of the memory frequency: 
 

fcpu = m  fmem     (4) 
 

In the equation, the coefficient m can be used to represent the CPU frequency be-
cause the memory frequency is assumed to be fixed. Let Ecpu be the energy consumption 
of the CPU, Pcpu the power consumption of the CPU, and Ttotal the total execution time. 
Based on Eq. (1), the following equations can be inferred from Ecpu. 
 

totalcputotalcpucpu TfVCkT=PE  2     (5) 

 
The total execution time of a program Ttotal is written as: 

 

.instr mem
total cpu mem

cpu mem

N N
T = T T

f f
       (6) 

 
We assume that Tcpu and Tmem cannot overlap. Therefore, Eq. (6) can be brought to 

Eq. (5): 
 

 2 2 .instr mem
cpu cpu cpu instr mem

cpu mem

N N
E = k C V f = k C V f N m N

f f

 
            

 
    (7) 

 
As the processor frequency is reduced, the supply voltage can also be reduced. 

Therefore, the processor frequency is proportionate to the supply voltage (f  v). In Eqs. 
(7) to (8a), we substitute the squared voltage for   f 2     cpu. 
 

 meminstrcpucpu NmNfC=kE  2     (8a) 

 
 322 mNmNfC=k meminstrmem       (8b) 

 
 322 mMARmNfCk instrmem       (8c) 

 
Eq. (8) can be replaced with 

 
 32 mMARm=Ecpu      (9) 

 
where instrmem NfCk  2 . According to this derivation, the CPU energy has a cu-
bic relationship with m. As the frequency increases, the energy consumed by the CPU 
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grows drastically cubically. 
 

3.2 The Memory Energy and the Frequency 
 
For the memory energy, the memory energy consumption can be derived as follows. 
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In the equation, Emem and Pmem each represent the power consumption of memory.  

Assume ,mem
instr

mem

P
N

f
    

 







  MAR

m
=Emem

1 .    (11) 

 
In other words, the energy consumption for the memory is inversely proportional to 

the frequency factor m. When the CPU speed is decreased, the execution time increases, 
resulting in the increase of memory energy consumption. 

 
3.3 Modeling for Finding the Minimum Energy 
 

Third, the energy consumption from Eqs. (9) and (11) can be combined to obtain 
the total energy consumption. 

 

  





  MAR

m
mMARmEEE memcputotal

132      (12) 

 
Based on the equation, the total energy consumption is a function of the MAR and m. 

According to the definition of α and β in the previous two sections, we may treat them as 
constants, given a particular hardware platform. Based on fixing the value of the MAR, 
the relationship between m and Etotal is depicted as Fig. 2, which also shows a plot of Eq. 
(12) in a fixed MAR. 

Fig. 2 illustrates the relationship between the frequency and the energy consumption 
which has already been shown in Fig. 1 from the experiment. This relationship proves 
that the lowest energy consumption may not occur at the lowest frequency. 
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Fig. 2. The relationship between m (representing the CPU frequency) and the total energy con-

sumption. 
 

3.4 MAR and the Critical Speed 
 

Let CS (critical speed) be the frequency (i.e., the minimum value m here) such that 
Etotal(MAR, m) is minimized. The critical speed can be derived by finding the solution to 
min{Etotal(MAR, m), m}, as shown in the following differential equations. 
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    (13c) 

 
From Eq. (13), we may further conclude that the MAR is inversely proportional to 

the critical speed. In other words, (MAR  C/m), e.g., if the task is a memory-bound job, 
then the critical speed would be relatively low. By contrast, if it is a CPU-bound job, 
then the critical speed would be relatively high. Fig. 3 illustrates the relationship between 
the critical speed and the MAR (Eq. (13c)). The figure can be divided into three areas: 
above the curve (pointless DVFS area), below the curve (Meaningful DVFS area) and on 
the curve line (optimal energy line). If the DVFS scheme selects the CPU speed in the 
pointless DVFS area then the energy and performance would increased. However, pick-
ing the CPU speed in the meaningful DVFS area would get the better result that having 
the performance consideration. The optimal energy consumption falls on the critical 
speed line that called the optimal energy line. The optimal energy line also defines the 
lower boundary for the target frequency during the DVFS process. 
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Pointless DVFS Area

Meaningful DVFS Area

Optimal energy line  
Fig. 3. The curve of m the critical speed and the MAR. 

4. THE OPTIMAL ENERGY SAVING DVFS ALGORITHM 

In the previous section, the MAR is proved to be inversely proportional to the criti-
cal speed. To model the relationship between the MAR and the critical speed accurately 
for the hardware platform that we used, experiments were arranged to collect related data. 
As described in the above sections, the run-time performance information for the MAR 
can be obtained from the hardware performance counters. A higher MAR value indicates 
that the task is a memory-bound program, whereas a lower value is for a CPU-bound 
program. For a memory-bound program, the external memory access time may dominate 
the total execution time. In such case, the CPU voltage and frequency could be slowed 
without significantly affecting the performance. 

Table 1 lists the measured critical speeds and the MAR values of several bench-
marks in the experiment. The critical speed is normalized with respect to the maximum 
CPU frequency of the platform. The MiBench [26] was chosen as the benchmark suite. 
The benchmarks include basicmath, bitcount, fft, sha, susan, jpeg, and mad. Considering 
that the problem size may affect how a program behaves, each benchmark program was 
tested with a larger and smaller amount of input data. The table in Fig. 4 clearly shows 
that the MAR is inversely proportional to the critical speed. A benchmark program with 
a higher MAR (which tends to be memory-bound) has a lower critical speed, while a 
program with a lower MAR (which tends to be CPU-bound) has a higher critical speed. 
It indicates that a program with a higher MAR may have a greater potential to consume 
fewer energy at a lower frequency. However, the energy consumed by a CPU-bound 
program may increase if the CPU frequency is further decreased, because it has a higher 
critical speed. 
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Table 1. Critical speed and MAR for the benchmarks. Program names appended with 
_b and _s are for big and small data size, respectively. The environment plat-
form is Creator PXA270 board with the Linux kernel 2.6.25. 

 
 

 
Fig. 4. Curve of the MAR-CSE equation. 

 

To formally describe the correlation between the MAR and the critical speed, we 
used an approximation equation using the least square curve fitting method based on the 
data we collected. The equation is the MAR-CSE, which can be used to predict the criti-
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cal speed during program execution time while the run-time MAR information of a pro-
gram can be obtained. Fig. 3 depicts the approximation curve. Once the MAR value has 
been obtained at run time from the PMU hardware counters, the ideal frequency can be 
calculated according to the curve of the MAR-CSE. Because the prediction equation is a 
continuous function, the computed ideal frequency must first be mapped onto a discrete 
frequency supported by the processor. One way to solve this issue is to use the dual 
speed approach, which approximates the ideal frequency by using two neighboring dis-
crete frequencies [17]. 

The concept of the proposed DVFS algorithm is to determine the working frequen-
cy from the MAR-CSE for achieving the goal of lowest energy consumption. The com-
putational procedures of the proposed algorithm are depicted in Table 2. The proposed 
algorithm is an on-line dynamic voltage and frequency scaling algorithm, which ac-
counts for the MARs. When the DVFS process is enabled, the algorithm collects statis-
tical data from the PMU and calculates the MAR (at line 5). Because the overhead 
caused by the proposed MAR-CSE algorithm may possibly influence the CPU perfor-
mance, a pre-computed lookup table is used instead in the computation (at line 6). From 
the lookup table, the frequency region in which the critical speed exists can be obtained 
immediately as the MAR value being obtained. The critical speed is then determined 
through the interpolation computation. After that, the proposed DVFS scheme used the 
dual speed method to approximate the optimal frequency-voltage combination by using 
two real neighboring frequencies that approximates the ideal operational frequency due 
to the voltage and frequency setting are not continuous in the real platform (at line 7).  

 

Table 2. The proposed DVFS algorithm. 

 

5. IMPLEMENTATION 

This paper implemented the proposed DVFS algorithm on the Linux kernel 2.6.25. 
The Linux kernel provides a modularized interface to manage the CPU frequency in the 
CPUfreq subsystem. The power management policy based on DVFS is called a “Gover-
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nor” in Linux, which controls the frequency through the CPUfreq interface. CPUfreq 
decouples the driver of the CPU-specific hardware from the policies. There are several 
DVFS governors have been supported by Linux for power management. In the DVFS 
governors, the Performance governor scales the CPU at the highest frequency, and the 
Ondemand governor manages the CPU frequency based on the CPU utilization. The Us-
erspace governor exports the available CPU frequency information to the user space and 
allows the user-level algorithm to control the CPU frequency through the Linux sysfs 
interface. The proposed DVFS algorithm called the DM-DVFS governor that was im-
plemented as a Linux user-space daemon. The DM-DVFS calculates the current MAR 
value and chooses a proper frequency based on the MAR-CSE. The algorithm gets the 
PMU hardware counters and sets the CPU frequency through the Linux sysfs interface, 
under which we implemented the kernel-level supporting code. Fig. 5 (a) illustrates the 
structure of the Linux governors and our governor. 

 

 
            (a) CPU freq subsystem.                     (b) DM-DVFS governor. 
Fig. 5. (a) Structure of the Linux CPUfreq subsystem and our governor; (b) Execution flow of the 

DM-DVFS. 
 

Fig. 5 (b) shows how the DM-DVFS governor works. Once the DM-DVFS daemon 
is started, it periodically retrieves the cache-miss and instruction count information from 
the PMU through the sysfs interface to calculate a MAR value, then applies the MAR- 
CSE to determine the desired ideal frequency (i.e. the critical speed), with respect to the 
MAR value. The determined ideal frequency is then adoped as the target CPU frequency 
to be applied to the frequency (and the voltage) control hardware, also through the sysfs 
interface. The length of the DVFS algorithm execution interval affects the performance 
and power consumption according to the different platforms due to the different idle 
power consumption. This paper experimented different interval for the PXA270 platform 
on 50ms, 100ms and 200ms. The activation interval of this periodical DVFS manage-
ment task is set to 200ms. 

DVFS technology may bring further overhead for the system in energy consump-
tion [9]. The MAR-CSE method is an equation with floating-point operations; its calcu-
lation might costs some additional computing resources, especially in an embedded sys-
tem with limited computing resources, as well as the concern of extra energy consump-
tion overhead. To effectively reduce the computational overhead, the proposed MAR- 
CSE equation is implemented and approximated as a pre-built lookup table, so that an 
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approximated solution can be rapidly determined by the interpolation method. The parti-
tioning granularity of the curve for the table lookup may affect the approximated features. 
If the partitioning granularity is too much so the computational overhead will increased 
and also course the energy consumption increased. This paper experimented different of 
granularity for the MAR to find the reliable lookup table to reduce the computational 
overhead without too much effect to the energy consumption. Fig. 6 shows that the 
MAR-CSE curve is divided into 16 levels for ease of computation, and in the meantime 
to reduce the size of the lookup table. For example, if the MAR is located at level 8 
(0.008 to 0.009), then the lookup table will pick the averaged critical speed in the corre-
sponding level (0.6). 

 

 
Fig. 6. Partitioning of the curve for table lookup. 

6. EXPERIMENTAL RESULTS 

This section introduces our experimental environment and presents the performance 
evaluation results on various benchmark programs and real applications of the proposed 
DVFS method. 

 
6.1 The Experiment Environment 
 

The experiments were implemented on an embedded platform, the Creator PXA270 
development board with the Linux kernel 2.6.25. The PMIC board was used to support 
dynamic voltage scaling for the PXA270 development board. If the frequency is changed, 
then the corresponding voltage is altered accordingly. A high-performance data acquisi-
tion instrument (NI USB-6251) was used to collect the power data at a rate of 1000 sam-
ples per second. The voltage and the current of the CPU and the SDRAM were measured 
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to compute their power consumption. Fig. 7 illustrates the configuration of the measure-
ment environment. 

The MAR and the critical speed data that were used to create the MAR-CSE were 
measured on this platform. To conduct comparative experiments, four DVFS governors 
were measured, including the Linux Ondemand governor, the Linux Performance gov-
ernor, the Powersave governor, the Conservative governor, and our DM-DVFS governor. 
This paper defines the critical speed as the frequency at which the energy consumption 
can be minimized. When a frequency lower than the critical speed is used, then the en-
ergy consumption becomes less efficient and the performance might also worsen. As 
mentioned in the previous section, the critical speed is used as a lower boundary for the 
dynamic voltage and frequency scaling operation. The following subsection reports our 
results from the benchmark programs and two other real applications. 

 

 
Fig. 7. Measurements of the Creator PXA270 components. 

 

6.2 Performance Evaluation Results 
 

An important issue of the DVFS algorithm is computational complexity. A DVFS 
implementation in the operation systems has two primary overheads: algorithmic execu-
tion intervals and DVFS computational overheads. To measure the overheads introduced 
by the proposed DM-DVFS algorithm, a Linux kernel information, jiffies, is used. Fig. 8 
reports the jiffies before and after the DM-DVFS algorithm being performed. We can 
observe that the overhead is tiny during benchmark processes. The overhead analysis 
results are shown in Fig. 8. As can be seen from the analytical results, the basicmath_b 
only has 0.25% overhead within whole executing time. The worst case in our experi-
ments is around 0.87%. By comparison, the overhead of the Linux Ondemand governor 
are 0.55% to 1.45%. As a result, the presented DM-DVFS algorithm is relatively light-
weight and can provide high computational efficiency. 
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Fig. 8. Overhead of DM-DVFS algorithm. 
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Fig. 9. Energy consumption of the benchmarks. 

 

Fig. 9 shows the total energy consumption of the benchmark programs. Based on 
the result, the energy consumption of the Ondemand governor is still close to that of the 
Performance governor. On average, it saves only 1.2% of energy consumption as com-
pared to the Performance governor. The Conservative governor saves 1.1% to 15% of 
energy consumption. By contrast, the proposed DM-DVFS technique significantly re-
duces energy consumption by 9% to 42%. Our DM-DVFS shows the best results on en-
ergy consumption because the DM-DVFS adopts the critical speed as a lower boundary 
of the target frequency. When the DVFS governor uses a frequency less than the critical 
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point, then the energy usage becomes as inefficient as the lowest frequency governor. 
The Powersave governor not only consumed higher energy than the proposed DM- 
DVFS governor but also obtained the worst energy consumption results on the CPU- 
bound benchmarks because of the extremely long execution times. 
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Fig. 10. Execution time of the benchmarks. 

 

The execution time of the benchmark programs is shown in Fig. 10. The Perfor-
mance governor has the best performance because it always runs at the highest frequency. 
The Ondemand governor runs slightly longer than the Performance governor does be-
cause the frequency is adjusted according to the CPU utilization. For the proposed 
DM-DVFS governor, the execution time for the DM-DVFS is much longer than that for 
the Ondemand governor (by 29% on average). This is because the DM-DVFS governor 
is targeted at minimizing the energy consumption instead of maintaining the performance. 
On the other hand, the Powersave governor has a longer execution time because it al-
ways fixes at the lowest frequency. As mentioned previously, when the frequency is 
lower than the critical speed, the energy consumption may increase. Consequently, the 
Powersave governor induced the highest energy consumption among all the governors in 
CPU-bound benchmarks. 

The improvements of the energy consumption and the execution time usually appear 
in different aspects. A lot of researches use the energy-delay production (EDP) as a fair 
comparison metric. However, this study focused on optimizing and minimizing energy 
consumption. Thus, EDP and execution time are not suitable for comparative advertising. 
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Further experimental results on real applications were also investigated, including 
bzip2 and PictureLoader. They are file compression and photo browsing applications, 
respectively. Fig. 11 shows the results of their energy consumption and execution time. 
From the results, we can see that the proposed DM-DVFS shows the most favorable re-
sults in energy consumption because DM-DVFS uses the critical speed as a lower 
boundary of the target frequency. Regarding the execution time, the values for DM- 
DVFS are between the other governors. These results indicate that the proposed DM- 
DVFS governor can provide more efficient results than those of other governors when 
energy consumption is considered the first priority. 
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Fig. 11. Energy consumption and execution time of bzip2 and PictureLoader. 

7. CONCLUSION 

This paper proves the existence of a critical speed for minimal energy consumption. 
In addition, a relationship between the memory access rate and the critical speed was 
empirically derived as a prediction formula, called the “MAR-CSE” model. In consider-
ing that a frequency lower than the critical speed may increase the energy consumption 
inversely, we proposed an optimal energy saving DVFS algorithm that predicts the criti-
cal speed and uses it as the lower boundary for the target frequency during the DVFS 
process. 

To predict an optimal CPU speed to achieve the best energy consumption efficiency, 
the MAR-CSE was used to analyze the relationship between MAR and the critical speed. 
During the task execution period, a dynamic MAR value was obtained from the PMU 
hardware counters of the embedded platform and then applied to the equation to find the 
appropriate frequency that tended to minimize the energy consumption. The DM-DVFS 
was realized on a PXA270 embedded platform, on which we ported the Linux kernel 
2.6.25 as a Linux user-space governor for the purpose of DVFS management. 

The experimental results demonstrate that our DM-DVFS governor can effectively 
save the lowest energy consumption by 9% at best to 42% at worst for the studied 
benchmark programs. The execution time for the DM-DVFS is longer than that for the 
Ondemand governor because the DM-DVFS governor is used to minimize the energy 
consumption but not to maintain the performance. From the performance evaluation on 
two real applications, the obtained results of energy savings also validate the efficiency 
and feasibility of the proposed method. In our future research works, we will involve the 
features of the input and output behaviors of the application programs in the DVFS algo-
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rithm, to provide better energy saving performance on various applications and newly 
developed embedded and handheld platforms. 
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