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The safety of people’s lives and property is the primary factor for the success of urban 

construction. Therefore, in order to better maintain social stability and harmony, relying 

on computer technology to effectively detect violence and to make decision support has 

important theoretical and practical significance. Aiming at the shortcomings of traditional 

manual design feature extraction methods, this paper proposes a super automatic violence 

detection method based on the combination of Deep Learning and trajectory in AI systems. 

Firstly, aiming at the problem of complex time and high accuracy of traditional manual 

feature extraction, a deep spatiotemporal violence detection method based on three-dimen-

sional convolution and trajectory in AI systems is proposed. We improve the IDT algo-

rithm to extract the target trajectory, and carry out three-dimensional convolution and pool-

ing operation to calculate the deep-seated temporal and spatial information in the video 

frame, so as to realize peer-to-peer detection in AI systems. Secondly, in order to further 

improve the acquired deep-seated time and space information and utilization rate and 

achieve high detection rate, the feature fusion of double stream convolution and three-

dimensional convolution is proposed, and the feature extraction of continuous video frame 

sequence is carried out by three-dimensional convolution neural network (C3D), which 

can effectively extract the fusion feature information of time and space in the classification 

layer, so as to obtain the final classification result. Finally, in order to solve the problem 

of too deep network level and slow convergence, dense convolution is introduced, which 

reduces the parameters of the network model and time complexity. Experimental results 

show that compared with other mainstream algorithms, this method is more effective and 

stable, and can be applied to the detection of violent abnormal behavior in video. Mean-

while, the method proposed in this paper has important theoretical value and practical sig- 
nificance for decision support of video surveillance system in AI systems.  
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1. INTRODUCTION 
 

With the development of the international situation, terrorist forces in some areas are 

rising day by day, and violent incidents occur from time to time [1, 2]. Therefore, security 

construction has become particularly important. Especially at present, our country is build-

ing “Safe City”. With the installation of monitoring equipment in various public places, it 

is possible to use intelligent video processing technology to detect and analyze violence in 

time, which is also a research hotspot focused by scholars. Intelligent video processing 

technology integrates vision technology, image analysis and processing technology and AI 

technology to describe, analyze and understand the behavior in the monitoring picture, and 

realize the automatic early warning function. Therefore, the core of intelligent video pro-

cessing technology lies in video analysis technology. On the one hand, analyze the process 

of the event and alarm the abnormal behavior in time, so as to avoid the development of 

the situation in a more serious direction. On the other hand, it provides convenience for 

surveillance personnel to quickly retrieve and locate target segments in a large amount of 

video data [3]. With the successful application of Deep Learning in various fields, many 

scholars began to try to use Deep Learning to solve the problem of abnormal behavior in 

video, especially violence detection. Firstly, the continuous improvement of the perfor-

mance of hardware devices such as GPU solves the problem of large-scale calculation of 

deep neural network model, so as to realize the analysis of abnormal behavior in video 

monitoring. In addition, the development of the Internet, the construction of major video 

websites and the construction of multiple public data sets provide enough high-resolution 

training samples for the training of deep neural network detection, and improve the perfor-

mance and accuracy of the training model. 

Based on people’s increasingly urgent needs for public safety and life and property 

safety, this paper uses computer vision and Deep Learning methods to study violence de-

tection methods based on surveillance video [4, 5]. Our research goal is to realize intelli-

gent and automatic monitoring video violence detection, analyze and understand the vio-

lence in the video picture, and give timely early warning of violence, so as to reduce the 

harm of violence and reduce the loss of people’s life and property. The main research con-

tents of this paper include: (1) aiming at the problem of complex time and high accuracy 

of traditional manual feature extraction, a deep spatiotemporal violence detection method 

based on three-dimensional convolution and trajectory is proposed. We improve the IDT 

algorithm to extract the target trajectory, and carry out three-dimensional convolution and 

pooling operation to calculate the deep-seated temporal and spatial information in the 

video frame, so as to realize automatic peer-to-peer detection; (2) In order to further im-

prove the acquired deep-seated time and space information and utilization rate and achieve 

high detection rate, it is proposed to fuse the features of double stream convolution and 

three-dimensional convolution, and three-dimensional convolution neural network (C3D) 

extracts the features of continuous video frame sequence, which can effectively extract the 

fusion feature information of time and space in the classification layer, so as to automati-

cally obtain the final classification result; (3) In order to solve the problem of too deep 

network level and too slow convergence, dense connected convolution layer is introduced, 

so as to reduce the parameters of the network model and reduce the time complexity. The 

research content of this paper has important theoretical and practical significance for 

China’s video surveillance system to enter intelligent automation as soon as possible. It 
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has great economic value to escort the construction of “safe city”. 

The study is arranged as follows. Section 2 introduces some related work similar to 

our algorithm, including traditional violence detection technology, violence detection tech-

nology based on temporal and spatial characteristics and violence detection technology 

based on deep learning. Section 3 briefly introduces the CNN model and the framework 

model of this method. The feature extraction method based on depth trajectory is intro-

duced in Section 4. Section 5 describes the experimental setup. Section 6 introduces the 

experimental results and analysis. The last section is the conclusion. 

2. RELATED WORK − DEEP LEARNING VIOLENCE  

DETECTION TECHNOLOGY 

Ding [6] first proposed a violence detection method based on 3D convolutional neural 

network in 2017. In this method, the convolution kernel is transformed from two-dimen-

sional to three-dimensional, and the video features are extracted directly without a priori 

processing. Compared with the previous methods, the detection effect of this method is 

further improved. Dong [7] introduced the acceleration characteristics of optical flow field 

into the multi flow neural network model, and input the extracted multi-source dynamic 

information into LSTM. However, due to the complex structure, the execution efficiency 

is low. In recent years, Deep Learning has made breakthroughs in artificial intelligence [8] 

and other fields [9]. Deep Learning has three benefits. The first point is that the network 

structure of Deep Learning may increase the depth of the network through the adjustment 

of parameters. At the same time, we have accumulated rich training experience to reduce 

gradient loss. Secondly, the era of big data provides enough training samples for deep neu-

ral network model training, and the data is not easy to over fit. Third, with the continuous 

improvement of hardware technology, the emergence of high-performance GPU reduces 

the difficulty of network model training. This paper is based on the candidate video gen-

eration model of 3D Convolution Neural Network and the DEC3D Network positioning 

model in the second stage. By extracting the characteristics of spatial and temporal se-

quence, the C3D Network model can perform convolution operation in space and decon-

volution operation in temporal sequence, and realize the accurate positioning of violence 

temporal to the frame level to improve the retrieval accuracy of target behavior in long 

temporal sequence video. 

Before Deep Learning, IDT algorithm is one of the best machine learning algorithms 

applied to behavior detection and recognition. The advantage of behavior detection and 

recognition algorithm based on Deep Learning is that it can extract more complete video 

features through network model, and the key is that it needs a large amount of training data 

to correct the detection model. Simonyan and Zisserman [10] combine spatial flow and 

temporal flow to extract the motion information of the object by overlaying the images in 

the video, and finally get the classification result. Compared with IDT algorithm, this 

method has obvious progress. Wang [11] proposed time periodic network (TSN) on the 

basis of predecessors. In view of the shortcomings of the traditional dual flow network in 

deep feature extraction, the model introduces multiple dual flow convolution layers into 

the network and fuses the motion information features of multiple time series. LAN et al. 

[12] weighted the short-term motion information and integrated it into the TSN network to 
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improve the accuracy of detection. Zhou et al. [13] added three full connection layers to 

the TSN network to adjust the weight of the length of multiple video frames to obtain the 

classification results. Tran et al. [14] proposed that the stack of continuous video frames is 

used as the input of 3D convolution neural network and convoluted in video blocks or 

stacked cubes, which improves the performance of the algorithm and is better than the dual 

stream convolution algorithm in terms of speed and recognition rate. Therefore, three-di-

mensional convolution algorithm has great research value. Xu et al. [15] proposed the R-

C3D network, integrated the regional concept and RCNN idea into the C3D network, car-

ried out three-dimensional convolution operation first, then RCNN convergence and col-

lected candidate areas, and finally classified and regressed the boundary. The model can 

detect any length of video end-to-end, with fast detection speed and good applicability. 

Qiu et al. [16] proposed P3D network based on C3D, which can extract the behavior char-

acteristics in spatial flow and time flow at the same time. Carreiar et al. [17] integrated the 

idea of dual flow and inflation to form a dual flow inflatable 3D network. In 2018, 

Feichtenhofer proposed [18] to apply two parallel 3D convolutional neural networks with 

different volumes to the same video clip, forming a new fast slow network structure. The 

network has made outstanding achievements in dynamics-400 [19], AVA [20] and dynam-

ics-600 [19]. 

Two stream and three-dimensional convolutional neural networks have excellent 

modeling ability in long and short-term memory (LSTM) [21]. LSTM has been studied 

and supported by many scholars. Long et al. [22] conducted in-depth research on the mech-

anism of attitude attention in Du et al. [23]. They combined LSTM and CNN, which is 

very effective in temporal and spatial feature extraction. Wang [24] and Hinton et al. [25] 

combined local operation with unsupervised learning to realize Boltzmann machine model. 

The model can quickly learn the action features in video. The behavior detection and recog-

nition algorithm based on Deep Learning mainly includes two stream convolution and 

three-dimensional convolution model. However, although the current three-dimensional 

convolution model has advantages in speed, its accuracy is not high. In general, compared 

with machine learning algorithm, deep neural network model algorithm has higher perfor-

mance and has great advantages in dealing with complex background and large class 

changes. 

3. CNN MODEL 

The traditional violence detection algorithm is mainly based on the behavior charac-

teristics designed by hand, the design process is complex, and cannot well describe the 

violence, especially in the case of complex background or occlusion. Considering the ad-

vantages of deep neural network in behavior detection and recognition, this paper adopts 

the combination of manual features and deep features. When extracting features, this paper 

integrates the idea of IDT algorithm into VGGNet model to realize the feature extraction 

of violent behavior in continuous time. Then, the extracted fusion features are input into 

support vector machine to realize the classification of violence. Finally, our method is ver-

ified on three public data sets. The accuracy of our method in three public data sets is 

93.2%, 93.9% and 98.7% respectively. 

This method effectively combines artificial features with deep features and trajectory 

features, and uses IDT and VGGNet deep neural network to extract temporal and spatial 
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features in video, which can improve the accuracy of violence detection, and is applicable 

to occluded scenes, crowded scenes and clear single scenes. At the same time, the method 

is tested on NVIDIA Tesla k30m GPU with 8GB video memory by MATLAB. The data 

frame processing speed in video is 42 frames per second, which takes into account the real-

time and robustness, and the speed is fast. Based on the collected public data set, a self-

made HD video data set is proposed to evaluate the robustness of the proposed violence 

detection method in various scenes and different resolutions. Through a large number of 

experiments, the parameters of the proposed violence detection algorithm are constantly 

modified, and compared with some existing methods, and finally a robust and accurate 

violence detection algorithm is obtained. The framework of violence detection system 

based on the combination of deep feature and IDT trajectory includes training stage and 

testing stage. The overall flow chart of the system is shown in Fig. 1. 
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Fig. 1. Feature extraction method flow based on combination of deep feature and trajectory. 

 

As shown in Fig. 1, after the video input, the deep feature extraction and trajectory 

feature extraction stages are performed. In the training stage, on the one hand, we track the 

optical flow according to the IDT algorithm; On the other hand, double stream convolution 

is used for time and space, and then fused with trajectory extraction to obtain a mature 

VGGNet model. In the test phase, the test video is input into the dual flow trajectory net-

work, and the dense extraction is carried out according to the SIFT interest points, and the 

optical flow field is tracked to obtain the deep trajectory features, which are used as the 

input of support vector machine, and finally the classification results of violence are ob-

tained. The specific design idea of the algorithm is introduced below. 

 

3.1 CNN Model Based on Spatial Features 

 

The two-dimensional information in the image is called spatial feature. Obviously, 

the key is to extract the target and background information existing in the video. Violence 

usually occurs in specific scenes. People usually judge violence based on the relationship 

between people and the background in the video. For example, if a person holding a knife 

is about to stab another person, the violence is related to the knife. The change of scene 

and the position and posture between people can be used as the basis for judging violence. 

At present, two-dimensional convolution model has strong advantages in processing the 

spatial features of images. Therefore, this paper uses VGGNet to extract behavior and 

scene features. VGGNet has five parameter groups and four convolution levels. In order 

to better extract video features from still images, this paper improves VGGNet, changes 

the 19 layer network structure to 21 layers, and adds two convolution layers, as shown in 
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Table 1. In which the symbol kernel refers to the convolution core size of each layer, the 

stripe refers to the sliding step size of convolution, the channel refers to the number of 

channels of each layer, and the ratio refers to the reduction after convolution of each layer 

Scale, conv for convolution layer, pool for pooling layer, FC for full connection layer. The 

model has been pre-trained in UCF101 video database, and the input is RGB still image 

(2242243). As shown in Fig. 1, CNN model is trained for extracting Spatial-Temporal 

features between the object and the scene in the video frame. Therefore, based on the orig-

inal model, this paper deletes two full connection layers to better extract key features. For 

video V, the convolution feature layer can be represented by the following formula: 

F(V) ={F1
s
, F2

s
, …, FM

s
 }. (1) 

Among them, the feature layer of the mth (m{1, 17}) spatial network is Fm
s
  

ZHmWmLNm. Its height and width are Hm and Wm respectively. The length of a video frame 

is L. The number of channels is Nm. 

 

Table 1. Structural parameters of neural network model. 

Layer name 
Convolution kernel parameters Output parameters 

number size step length width depth 

Input-0 − − − 224 224 3 

Conv-1-2 64 3 1 224 224 64 

Pool-3 − 2 2 112 112 64 

Conv-4-5 128 3 1 112 112 128 

Pool-6 − 2 2 56 56 128 

Conv-7-8-9 256 3 1 56 56 256 

Pool-10 − 2 2 28 28 256 

Conv-11-12-13 512 3 1 28 28 512 

Pool-14 − 2 2 14 14 512 

Conv-15-16-17 512 3 1 14 14 512 

Pool-18 − 2 2 7 7 512 

Fully-19-20 − − − 1 1 4096 

Fully-21 − − − 1 1 1000 

Output-22 − − − 1 1 3 

 

3.2 CNN Model Based on Temporal Characteristics 

 

Time feature refers to the information in three-dimensional space-time. For the dy-

namic actions in violence, such as kicking or hitting, this paper uses time characteristics to 

describe them. When building the behavior model of running objects, time characteristics 

can effectively the state and direction of moving objects. The advantage of dual stream 

architecture in the field of motion description is that it can capture the timing of motion 

behavior in video. In this paper, we use the velocity of moving objects, that is, optical flow, 

to input into the neural network model to obtain time information. Optical flow is similar 

to the continuous change of motion information on the human visual membrane. It ex-

presses the state of the moving target by recording the direction and speed of the target in 

consecutive frames in the video. Optical flow field is the change of motion state infor-
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mation of the same target in two consecutive videos. We compare the mainstream optical 

flow processing algorithms, and finally choose farneback optical flow extraction algorithm 

with good performance and efficiency. This algorithm is used to extract the optical flow 

information in the X and Y directions in the dense optical flow field. The X direction con-

tains the horizontal velocity field of the pixel, and the Y direction contains the vertical 

velocity field of the pixel. In this paper, the optical flow fields in two directions are super-

imposed to form a 22422421 dimensional VGGNet model structure. The architecture of 

the model is the same as the spatial feature extraction model summarized above. The model 

structure is shown in Table 2. When the model is trained, it can be used to extract time 

features. For video V, the convolution feature layer can be expressed by the following for-

mula: 

F(V) ={F1
t
, F2

t
, …, FM

t
 }. (2) 

Among them, the feature layer of the mth (m{1, 17}) spatial network is Fm
t
  

ZHmWmLNm. Its height and width are Hm and Wm respectively. The length of a video frame 

is L. The number of channels is Nm. 

4. TRAJECTORY EXTRACTION 

4.1 Principle of Trajectory Extraction Algorithm 

 

In 2011, Wang et al. [26] proposed DT algorithm, which was more accurate than other 

algorithms at that time. Then in 2013, in order to eliminate the influence of camera motion, 

Wang et al. [27] proposed IDT algorithm based on DT algorithm. The process of the algo-

rithm is as follows: Firstly, each frame of the video is divided equally by eight scales, and 

then each scale is sampled according to a fixed pixel step size to filter out the points of 

interest with smaller eigenvalues of the autocorrelation matrix. The dense optical flow field 

of the current frame is calculated after the points of interest are obtained by dense sampling. 

The optical flow field is a two-dimensional vector field, which represents the instantaneous 

gray change rate of the pixel and contains the instantaneous velocity information of the 

target. Therefore, the dense sampling points obtained by optical flow tracking can be used 

to form the trajectory, as shown in Eq. (3). Where (xt, yt) is the position of the point of 

interest in the current frame t, and (xt+1, yt+1) is the position of the next frame. M is the 

median filter core of 33 and i is the optical flow field. 

Gt+1 = (xt+1, yt+1) = (xt, yt) + (Mt)|(xt, yt)  (3) 

Then the points of interest in each frame are connected in series to form a dense track 

(Gt, Gt+1, Gt+2, …). in order to prevent the occurrence of drift, the length of the track is 

limited to 15 frames. After the trajectory is obtained, the shape descriptor of the static 

trajectory is obtained by making the difference between the two frame trajectory coordi-

nates, that is, the sequence (Gt, …, Gt+L−1) of the displacement vector. The shape de-

scriptor of the dense trajectory itself is 30 dimensions. Considering the camera jitter, IDT 

algorithm integrates the improved RANSAC operator into DT algorithm to calculate the 

projection matrix, so as to avoid the redundant background optical flow caused by camera 

jitter. See Algorithm 1 for IRANSAC algorithm. 
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Algorithm 1: IRANSAC algorithm 

1. BEGIN 

2. Suppose that the grayscale image at time t and time t + 1 is imaget and imaget+1 re-

spectively 

3. Calculate formula imaget+1 = m  imaget to obtain the projection change matrix M 

4. Using M -1, the image gray level Imagew
t+

r
1
ap of t + 1 without camera motion is obtained 

5. The optimized optical flow is obtained by calculating the difference between Im-

agew
t+

r
1
ap and Image 

6. END 

 

In the above Algorithm 1, firstly, time and time gray image are assumed; Then, the 

gray value of the image without camera motion is obtained by calculating the projection 

change matrix; Finally, the optimized optical flow is obtained by calculating the difference 

between the gray level and the image. 

In the IDT algorithm, assuming there is a video V, BT(V) is the behavior track of the 

target in the video, as shown below: 

BT(V) = {BT1, BT2, …, BTk}.  (4) 

Where k represents the total number of tracks extracted from the video, and Tk repre-

sents the kth track, as follows: 

BTk = {(x1
k, y1

k, z1
k), (x2

k, y2
k, z2

k), …, (xi
k, yi

k, zi
k,), …, (xi

k, yi
k, zi

k)}.  (5) 

Where (xi
k, yi

k, zi
k) represents the position of the point on the kth track in the ith video 

frame, and L is the length of a track. 

 

4.2 3D Trajectory Deep Feature 

 

Based on the above IDT algorithm integrated with RANSAC operator, the trajectory 

of video frame is extracted, and the trajectory information such as hog is obtained. Next, 

entering the feature extraction stage, this paper uses VGGNet to extract deep-seated infor-

mation from IDT track, that is, deep track features. The spatial and temporal characteristics 

of the object contain the information of the object. Since the deep spatiotemporal features 

can only be obtained in the original image, not in the eight scales in IDT algorithm. There-

fore, this paper improves the IDT algorithm, abandoning 8 scales and tracking only the 

images in the original scale, so as to speed up the speed of trajectory extraction. In addition, 

in order to ensure that the size of the feature layer is the same as the range of track extrac-

tion, the position of the track needs to be reduced according to the scale in Table 1. Suppose 

there is a video V, after extracting the deep track feature, track T and feature layer C are 

obtained in turn. Feature layer C includes temporal features and spatial features. The above 

feature extraction program is based on 13 convolution layers, and the calculation formula 

is as follows, 

1

( , ) ( , , ).
L

n k k k

k m l l l

l

E T C x ratio y ratio z
=

=    (6) 
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(a) 

 

(b) 

 

(c) 

In the above formula, E(Tk, Cm
n) is the deep trajectory feature extracted by our algo-

rithm, and the proportion ratio of the mth feature layer is ratio. 

5. EXPERIMENT SETUP 

(1) Dataset 

In order to investigate the accuracy of our algorithm, we conducted experiments on 

authoritative violence data sets, namely hockey data set [12], crowd violence data set [9] 

and our own high-definition fighting video. 

 
Fig. 2. (a) Hockey dataset; (b) Homemade HD dataset; (c) Some video samples in crowd violence 

dataset. 

 

(a) Hockey dataset 

The hockey game consists of 1000 players with a low video resolution of 360×228, 

about 30 minutes, 60 frames per second, a total of 1.8 million frames. Some Samples are 

shown in Fig. 2 (a). Among them, 500 videos contain violence, which is normal game or 

standing action. This video is very challenging because it has a complex background, in-

cluding occlusion scenes and other changes. 

(b) Self-made data set in this paper 

At present, the resolution of most public test data sets is not high, and video violence 

detection technology can detect high-definition video. Therefore, in order to verify the 

effectiveness of this algorithm in high-resolution video, this paper makes a high-definition 

violence format video data set, including 100 violence videos and 100 non-violence videos. 

A video shot by two or more people, usually with a high resolution of 1080720. Some 

Samples are shown in Fig. 2 (b). 

(c) Crowd violence dataset  

These videos are from real scenes on authoritative websites, with a total of 250 and a 

resolution of 320×240 pixel video. Among them, there are 125 violent videos and 125 non- 

violent videos respectively. This video contains a lot of crowd scenes, almost all of them 

are crowded people, so the recognition task is challenging. Some Samples are shown in 

Fig. 2 (c). 
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(2) CNN Model Training Scheme Based on Spatial Features 

The training sample of CNN model based on spatial features adopts Hockey Fight 

video. The training server is xeone-E6, 8GB GPU, and the development platform adopts 

Caffe (Jia et al. 2014) open source framework under Linux system. In the algorithm test, 

the training batch value is 50 and the SGD value is 0.9. The pixels of the video frame are 

adjusted to 330256, 224224 pixel frames are used as input data. Firstly, the VGGNet 

model is pre-trained. Input the UCF101 data into the model for pre-training, and then take 

the hockey game data set as the training set to optimize the model on four GPUs. Based on 

the learning rate of 0.001, we conducted 10 rounds of training with 500 iterations per round. 

In order to verify the correctness of the model, we used 300 Hockey videos as a test, and 

the recognition rate reached 91.6%. 

 

(3) CNN Model Training Scheme Based on Time Series Feature 

In this paper, the optical flow field is used as the input data of the algorithm. We 

superimpose 10 optical flow fields and input them into the network model based on spatial 

features. The superposition calculation of optical flow field adopts Farneback algorithm. 

Based on the learning rate of 0.006 and 200 hockey videos, 22422420 sub regions are 

trained for 100 iterations, and finally 87% recognition accuracy is obtained. In addition, 

this paper tests the combination of temporal and spatial feature model and spatial feature 

model, and the best recognition accuracy is 93.2%. 

 

(4) Feature Coding Process 

The trajectory of the moving target in the video changes (including direction, state, 

etc.). Based on this, the dimensions of deep trajectory features extracted from each video 

are different. In order to ensure the uniqueness of deep trajectory feature dimension, it is 

necessary to encode the deep trajectory feature in each video. In recent years, Fisher vector 

[28] has become an effective feature coding method. In this paper, Fisher vector coding is 

compared with bow sparse matrix model. After testing, it is found that Fisher vector coding 

is better than sparse matrix model in improving the dimension of data frame, and is more 

suitable for image classification and recognition. Therefore, this paper selects Fisher vector 

for feature coding. See Algorithm 2 for Fisher vector coding process. 

 

Algorithm 2: Fisher vector coding process 

Input: 

− Image features I = {itSD, t = 1, …, T} 

− Gaussian mixture model (GMMs) = {k, k, k, k = 1, …, K} 

− Fisher vector coding features I
SK(2D+1)  

Begin 

1. Initialize K value. 

2. Based on the image feature I(IiI), calculate value . 

3. Using I and a priori parameters  to obtain the Fisher vector coding features. 

4. Repeat Steps 2 and 3 for the images in the training set until all Fisher vector training 

sets are obtained. 

5. SVM or other classifiers are used for training and classification. 

End 
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Firstly, the image and Gaussian mixture model are used as inputs; Then the K value 

is initialized, and the prior parameter value is calculated according to the image character-

istics; Then the vector coding feature is calculated according to the prior value; Repeat the 

above steps until you get all the training sets. Finally, the classifier is used for classification. 

The training of GMMs depends on the characteristics of lower dimension, while the 

dimension of deep trajectory is higher, which does not meet the training requirements, so 

it is necessary to reduce the dimension appropriately. Therefore, before feature coding, this 

paper uses PCA to reduce the dimension to D dimension, which is introduced in Subsection 

(5). Then, in the first step of the algorithm, the K value is initialized to 512. 869000 features 

are obtained from the training, which will be used as the input of SVM classifier. The C 

value of the classifier is set to 2. 

 

(5) Feature Dimension Reduction 

PCA dimensionality reduction was initially applied to face recognition. Its principle 

is that in the process of data projection, the original high-dimensional to low-dimensional 

samples are transformed, and the original covariance matrix is sorted to obtain a new char-

acteristic matrix. In this paper, the dimension of the deep trajectory obtained in Step 4 is 

reduced by using the in MATLAB tool. During the experiment, different principal compo-

nent analysis dimensions were selected for testing. We test the dimensions of spatial and 

temporal features on conv4-2 convolution layer. As shown in Fig. 3, the size of 256 

achieves the best effect in two convolution layers. Therefore, 256 dimensions are selected 

as the dimensionality reduction index of PCA in this paper. 
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Fig. 3. The accuracy of different PCA dimensions. 

 

(6) Experiment of Selecting Network Layer 

Because the deep trajectory feature is extracted by convolution layer on the basis of 

optical flow trajectory. Therefore, the selection of convolution layer has a great impact on 

feature extraction. Therefore, a comparative experiment of convolution layer is carried out 

in this paper. Among the 17 convolution layers of the spatio-temporal model, we selected 

the data of SCL1-2, SCL2-2, SCL 3-2, SCL4-3, SCL5-3 and SCL 6-3 layers for algorithm 

verification. As shown in Table 2, SCL n is the spatial feature layer N (n = 1, ..., 6), and 

TFL n is the temporary feature layer (n = 1, ..., 6). For spatiotemporal networks, SCLl4-3 

has the best performance, because the high-level deep features can better learn violence 
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scenes and motion information. Therefore, in the next experiment, we use SCL4-3 feature 

layer to extract the trajectory. 

 

Table 2. Accuracy of different feature layers in spatial and temporal networks. 

 Spatial Feature Layer Temporal Feature Layer 

Accuracy 
SCL 1 SCL 2 SCL 3 SCL 4 SCL 5 SCL 6 TFL 1 TFL 2 TFL 3 TFL 4 TFL 5 TFL 6 

78.8% 83% 83.8% 90.9% 77% 87.3% 70% 79.9% 83.9% 87.9% 82% 89.6% 

6. EXPERIMENTAL RESULTS AND ANALYSIS 

(1) Experiment on Crowd Dataset 

In order to better verify our proposed algorithm, based on the dictionary size value of 

100, we compare this algorithm with classical algorithms, such as MOSIFT, HOF feature, 

HOG, VIF, OHOF and so on. 

From the results in Table 4, although the deep trajectory model in this paper is trained 

in the hockey video with lower resolution, the method in this paper is better than the current 

mainstream methods (such as MOSIFT, HOF, etc.). When the number of people in the 

video picture is large, the performance of the temporal feature descriptor decreases, which 

is due to the large amount of scene and motion information. Because the spatial model and 

time model in this paper adopt the deep trajectory feature extraction method, they are su-

perior to the traditional algorithm in performance, and have higher recognition rate, even 

in the case of complex background. In addition, we also test the combination of time model 

and space model. As shown in Table 3, the combined model performs better than the orig-

inal model. The above experimental results show that the deep trajectory feature extraction 

method proposed in this paper can effectively improve the detection and recognition rate 

of violence and reduce the false detection rate and missed detection rate. 

 

Table 3. Experimental results on crowd dataset. 

Algorithm 

Handmade Features IDT+ Spatial 

CNN 

Model 

Tempo- 

ral CNN 

Model 
OHOF HOG HOF MoSIFT VIF 

Spatial + Tem-

poral CNN 

Spatial 

CNN 

Tempo- 

ral CNN 

Accuracy 82.7% 55.6% 55.9% 56.5% 81.4% 93.2% 91.5% 88.1% 66.4% 68.9% 

 

(2) Experiments on Hockey Fight Dataset 

In the classification stage, we put 270 videos on the model for training. We compare 

this method with the current mainstream methods, including Multi-stream CNN + LSTM 

[29], STIP(HOF) feature [30], MOSIFT [31], 3D CNN [32], VIF [33] and IDT [27]. As 

shown in Table 4, the proposed method performs very well, and the best experimental 

result is 98.7%. 

As shown in Table 4, the recognition rate of spatiotemporal descriptors (HOG, HOF, 

Mo SIFT) is higher than that of VIF, because the violence perspective recorded in this data 

set is relatively short, the actions are more concentrated, and the pictures are not very 

crowded. For spatiotemporal feature descriptors, learning these scene and action infor-

mation is relatively simple. VIF is mainly a scene change oriented method, so its perfor-
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mance is not as good as spatiotemporal descriptor. As shown in Table 4, the efficiency and 

stability of the method in this paper are higher than those in the literature [7, 15, 34, 35]. 

This also shows that compared with single artificial feature or other deep network methods, 

the performance of the combination of artificial feature and deep feature in violence de-

tection is greatly improved. 

 
Table 4. Experiments on hockey fight dataset. 

Algorithm 

Handmade Features IDT+ 
R-C3D 

CNN IDT 
Multi-streams 

+ LSTM 
HOF MoSIFT VIF 

Spatial + Tem- 

poral CNN 

Spatial 

CNN 

Tempo- 

ral CNN 

Accuracy 91.2% 92.9% 78.9% 88.9% 70.8% 98.7% 97.5% 95.8% 90.9% 

 

(3) Experiment on High Definition Video Dataset 

In order to verify the effectiveness of our method in high-resolution video violence 

detection, we carried out experiments on self-made high-definition data sets. As shown in 

Table 5, compared with other methods, this method is still better, and the best experimental 

result is 93.9%. 

 

Table 5. Experiments on high definition datasets. 

Algorithm 

Handmade Features IDT+ 
R-C3D 

CNN IDT HOG HOF MoSIFT VIF 
Spatial+Tem- 

poral CNN 

Spatial 

CNN 

Tempo-

ral CNN 

Accuracy 92.9% 83.9% 81.9% 88.9% 92.8% 93.9% 89.5% 92.3% 91.4% 

 

The above experiments compared this method with other methods, including HOG, 

HOF characteristics [30], MOSIFT [31], 3D CNN [16], VIF [33], IDT [27], R-C3D [15]. 

Comparing the effects of the methods in Tables 3-5, the effect of this method in the self-

made HD data set is still stable and better than other methods. The performance of this 

method in HD data set is slightly worse than that in hockey data set. This is because the 

training data of the model comes from the hockey data set. Other methods, such as artificial 

features such as spatio-temporal descriptors (HOG, HOF, MOSFIT), VIF and IDT, R-C3D 

and other deep models, perform better in the HD data set than the other two data sets. This 

is because the HD data set provides more detailed information, and the behavior features 

and scene information are easier to be extracted by the deep model and artificial feature 

model. 

 

(4) Analysis of Experimental Results 

Considering the performance of various methods on the three data sets, the deep tra-

jectory convolution feature method proposed in this paper is the most effective and stable. 

When the scene in the video is complex and changeable, the recognition rate of spatiotem-

poral descriptors (HOG, etc.) will decline greatly. The VIF descriptor is suitable for 

crowded scenes, but its performance will decline when there are few people in the data 

frame. Although IDT algorithm and existing Deep Learning model are suitable for various 

scenarios and occupy advantages in behavior recognition, they are still not as effective as 

the method in this paper. 
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In addition, to verify the quality of the final classifier, this paper draws ROC curves 

on three datasets. ROC curve reveals the relationship between sensitivity and specificity 

through combination method, which is often used to evaluate the performance of binary 

classification model [36, 37]. The closer the curve is to the upper left corner, the better the 

performance of the classification model. The results in Fig. 4 show that our algorithm is 

very effective for violence detection, even when the crowd is crowded. 

 

 
Fig. 4. ROC curve. 

 

(5) Analysis of Experimental Efficiency 

The structure of the deep convolution trajectory violence detection algorithm pro-

posed in this paper is not end-to-end [38,39,40]. It stores the track features and the deep 

spatiotemporal features extracted based on the track features into memory, and then uses 

the classifier to classify the behavior categories. However, this method only needs about 

1GB of memory. The track storage space required for video with an average frame rate of 

25FPS (frames per second) is 0.88mb, and the storage space required for deep track fea-

tures is 7.5mb. Trajectory feature extraction is quite time-consuming. The time consump-

tion of this method is also concentrated here. However, due to the improvement of IDT 

algorithm in this paper, 8 scales are abandoned and the original scale is used for trajectory 

extraction, which is much more efficient than the original IDT algorithm. Matlab experi-

ment is carried out on 8GB GPU. For 42 frames of video, the whole process of feature 

extraction, classification and coding only takes one second. 

To sum up, in violence detection, the traditional machine learning method [41] based 

on manual design features not only has a complex design process, but also can not well 

describe violence. Deep learning models usually have deep convolution, which can auto-

matically and effectively learn the scene and target behavior characteristics in video, but 

the current Deep Learning models do not have time continuity. To solve this problem, this 

paper proposes to integrate the IDT trajectory into the VGGNet deep convolution neural 

network, so that the long-term motion information of the target in the video can be ex-

tracted. Experiments show that the deep trajectory feature of this method can effectively 

improve the accuracy of violence detection, and the detection speed can reach 42 frames 

per second. At the same time, the method proposed in this paper can accurately identify 

the scene with occlusion change, dense crowd and clear single scene. Therefore, the method 
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is robust and real-time. The violence detection method proposed in this paper can help 

video surveillance personnel detect violence timely and accurately, give early warning, 

and improve the efficiency of dealing with emergencies. 

7. CONCLUSION 

In view of the low detection rate caused by the manual features of the traditional 

violence detection algorithm, this paper combines the actual application scenarios of vio-

lence detection, and carries out the following research: (1) a violence detection method 

based on dual stream convolution neural network and trajectory features is proposed. Aim-

ing at the low efficiency and accuracy of abnormal behavior detection in monitoring sys-

tem, the IDT algorithm is improved and an IRANSAC algorithm is proposed. The trajec-

tories in the original image are extracted at different scales as the input of VGGNet dual 

flow network, and then the deep spatial-temporal features are extracted and put into SVM 

classifier for classification and recognition. This method combines the advantages of arti-

ficial features and deep learning features, combines the motion trajectory and convolution 

features, and obtains new features, which can be used as a basis for judging and improve 

the efficiency of violence detection. The processing speed of the whole detection process 

reaches 42 frames per second; (2) Self-made high-definition violence data sets, combining 

violence data sets in different scenes. The robustness of this method is verified in different 

scenes and different resolutions. Through a large number of experiments, the algorithm 

parameters are constantly modified, and finally a robust violence detection algorithm is 

obtained. Experimental results show that the average accuracy of the algorithm on three 

data sets is 93.4%, which is higher than the current research level. The improved IDT al-

gorithm proposed in this paper is not optimal, and can be further optimized. The next step 

will continue to engage in this research work. 
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