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Personalized recommendation systems offer rapid information access, especially for 

online news platforms. Generative Adversarial Network (GAN) models have been suc-

cessfully adopted for recommendation. However, very few GAN-based recommendation 

systems consider the content of news articles, despite its essential latent features, which 

may affect a recommendation system’s effectiveness. This study proposes a novel hybrid 

GAN recommendation model, which combines Long Short-Term Memory (LSTM), Ma-

trix Factorization (MF) and latent feature extraction of textual content in the GAN structure. 

Existing GAN-recommendation combines MF to analyze users’ global preferences and 

LSTM to capture users’ dynamic preferences over time, but it does not consider the relative 

importance of MF and LSTM. To effectively combine LSTM and MF, this study proposes 

a novel attention mechanism for adjusting MF and LSTM weights by learning their im-

portance. In addition, existing GAN-based recommendation does not consider item text 

content. Our proposed model improves the GAN model by combining the Collaborative 

Topic Modeling (CTM) and Convolutional Neural Network-Matrix Factorization (CNN-

MF) in the Generator to enhance content feature extraction when deriving user and item 

latent vectors. Specifically, CTM is adopted to obtain the initial latent user/item features 

of the GAN model, and CNN-MF is used to enhance the extraction of potential text content 

features in the Generator. The proposed model can enhance existing GAN-recommenda-

tion, and increase the performance of preference predictions on textual content such as 

news articles. This study conducted experimental evaluations using the dataset collected 

from a news website. The experiment result shows that the proposed approach outperforms 

several baseline methods on real-world news recommendation.      

 

Keywords: recommendation systems, collaborative topic modeling, latent Dirichlet allo-
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1. INTRODUCTION 
 

The sheer volume of news articles published daily on the internet, and their vast range 

of topics and content, has seen users come to rely on personalized news recommendations 

in order to access articles relevant to their interests [4, 12]. As increasingly more users rely 

on recommendation systems on news platforms to reduce their time spent browsing for 

articles they are interested in, the quality and effectiveness of such recommendation sys-

tems may increase their loyalty and willingness to utilize particular platforms. 

Recommendation systems include content-based filtering [28, 33, 44] and collabora-

tive filtering [5, 15, 29, 31]. The former mainly generates user and item feature vectors 
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based on the content of an article, and calculates their similarity to predict items in which 

a user may be interested. The latter builds models based on historical interaction records 

of users and items, and includes matrix factorization (MF) [23]. However, due to data spar-

sity and the cold start problem, this method may be prone to unsatisfactory recommenda-

tions if a user has no, or very few browsing records. The Collaborative Topic Model (CTM) 

[35] addresses the cold start issue by integrating the MF and Latent Dirchlet Allocation 

(LDA) topic model [3], in which the latent topic vectors of text content derived from LDA 

are used as the initial latent factors of the MF. 

In recent years, deep learning methods have been widely used in different fields. Deep 

learning methods in recommendations [2, 7, 11, 42] are mainly based on matrix decompo-

sition methods, which use neural networks developed to learn hidden factors of users and 

items by calculating preference scores. Moreover, Generative Adversarial Networks 

(GANs) have achieved effective performance in image recognition [8, 13, 26] and natural 

language processing [39]. A GAN consists of two neural networks, a Generator and Dis-

criminator. The two neural networks compete in a Minimax game. The Generator generates 

candidates, while the Discriminator judges them. Both neural networks optimize in an ad-

versarial way until convergence. However, despite its good performance, relatively few 

papers have been published on GAN-based recommendation methods [2, 7, 36, 41, 42]. 

Of these proposed methods, IRGAN [36] uses the GAN Minimax game structure to train 

preference learning models, in which the kernel rating (preference) prediction model is 

based on traditional matrix factorization. Through the adversarial learning of Generator 

and Discriminator, the preference score of data close to the real value is gradually gener-

ated. However, the model does not consider the potential impact of users’ dynamic prefer-

ences over time. RecGAN [2] further expands and modifies the GAN architecture, incor-

porates time series into the system, and uses Gated Recurrent Units (GRU) to capture hid-

den features of long short-term time profiles between users and items. PLASTIC [42] com-

bines MF and Long Short-Term Memory (LSTM) in its GAN architecture to improve rec-

ommendation. It uses LSTM to trace user and item preferences over time, and uses MF to 

analyze users’ global preferences. However, it does not take the text content of recom-

mended items into account. Items’ latent features are thus overlooked, which may lead to 

poor recommendations. 

Other deep learning recommendation approaches extract latent features from the rec-

ommended items using recurrent neural networks (RNN) or convolutional neural networks 

(CNN). Still other models use deep learning methods to extract document feature vectors, 

and then combine them with MF to optimize the learning of the latent user and item factors. 

For example, ConvMF [21] combines convolutional neural networks with probability ma-

trix factorization (PMF) for preference prediction.  

At present, recommendation systems rarely use GAN as their core architecture. Alt-

hough IRGAN was the first to propose training information retrieval models through a 

Minimax game architecture, it did not consider temporal dynamic changes of users and 

items. PLASTIC, although it is based on IRGAN, and includes LSTM to capture users’ 

preferences over time, ignores the importance of item text content. Thus, considering the 

latent features of news content in order to find related news articles that users may like 

may further improve recommendation models. 

This paper proposes a novel hybrid GAN recommendation model, which combines 

LSTM, MF and latent feature extraction of textual content in the GAN structure. To effect-
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tively combine LSTM and MF, this study proposes an innovative deep learning attention 

mechanism in the Discriminator model. In addition, this study also combines the ad-

vantages of CTM, CNN, and MF for content feature extraction, then iteratively updates the 

latent vectors of users and items, and further updates the Generator according to the up-

dated latent vectors. The proposed model can enhance existing GAN-recommendation, and 

increase the performance of preference predictions on textual content such as news articles. 

This study uses a real-world news dataset taken from NiusNews to evaluate the ex-

perimental performance of the proposed model. Experiment results show that the proposed 

model is superior to traditional methods, including IRGAN, PLASTIC, CTM and ConvMF. 

The main contributions of this article consist in integrating several methods, and pro-

posing an innovative hybrid GAN-recommendation method combining CTM, CNN, MF 

and LSTM in the GAN architecture. Moreover, a novel attention mechanism is proposed 

to effectively combine LSTM and MF in the Discriminator, and consider the latent features 

of each item by applying CNN-MF in the Generator. The experiment result shows that the 

proposed approach outperforms several baseline methods on real-world news recommen-

dation. 

The remainder of this paper is organized as follows. Section 2 provides a brief over-

view of related work. Section 3 describes the proposed recommendation approach. Section 

4 describes and analyzes the experiment and evaluation results. Finally, Section 5 offers 

conclusions and suggestions for future work. 

2. RELATED WORK 

This section introduces related work and the methods adopted in the proposed model. 

2.1 Recommendation Systems 

 Recommender systems have been applied in various areas, such as products [22, 24] 

and news [6, 18, 25, 37]. Collaborative filtering (CF) methods use historical records to 

measure the similarity between users and items, which can improve the recommendation 

of unknown items to users according to their preferences [15, 29, 31, 35]. Content-based 

filtering (CBF) methods recommend similar items by creating user profiles, which convert 

users’ personal data into feature files, and also take text content of items into account [28, 

33]. Hybrid filtering methods apply a weighted combination of CF and CBF for recom-

mendation [20, 32]. Latent factor models use matrix factorization (MF) techniques to dis-

cover the user and item latent factors [23], and then recommend items to a user if the 

correspondence between item and user factors is high. 

In recent years, many related studies on recommendation systems based on deep lear-

ning methods have been conducted [10, 11, 15, 21, 33, 34]. Among them, Kim et al. [21] 

proposed Convolutional Matrix Factorization (ConvMF). ConvMF mainly uses different 

filtering layers of CNN (including an embedding layer, a convolutional layer, a merge layer 

and an output layer) to generate hidden article feature vectors. It then combines a PMF 

scoring matrix to learn the latent factors of users and items.  

2.2 Latent Dirichlet Allocation and Collaborative Topic Modeling 

The latent topic model explores the relationship between the words in the article con-
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tent, and mines hidden topics in the article collection. A common hidden topic model is 

Latent Dirichlet Allocation (LDA) [3]. LDA is a probability generation model used to cal-

culate the probability distribution of topics in an article in order to analyze the latent vari-

ables. In an article, some specific words can correspond to a certain topic, so the topic 

distribution of each article is a multinomial distribution. And in each topic, the word dis-

tribution is also a multinomial distribution, which can then be solved by expectation max-

imization (EM) algorithm. 

Collaborative topic modeling (CTM) [35] combines LDA and MF, using LDA latent 

topic vectors as the initial latent factors of articles (items), and then MF to learn the latent 

factors for users and articles (items). Each article j will create its latent topic vector (j), 

and create latent factor vectors to users and articles, uj and oj respectively, according to the 

rating information. The CTM method assumes the latent factor of an article to be vj = j + 

oj. Therefore, the preference of user i for article j can be obtained by ui
Tvj.   

The traditional MF method is prone to cold start problems when encountering new 

items (no item rating information) or items with very few records, but when the CTM en-

counters cold start items, it can still make recommendations based on the latent topic vector 

j of the cold start item. 

2.3 Recurrent Neural Network and Long Short-Term Memory 

 Recurrent neural networks (RNN) [27] are a kind of neural network. However, a 

simple RNN has the problem of exponential weight explosion or the vanishing gradient 

problem, and struggles to capture long-term time correlation [30]. Long short-term mem-

ory (LSTM) can solve this problem, meaning RNNs can learn dynamic time behavior by 

cycling through states in their own networks. Long short-term memory (LSTM), a special 

architecture developed by Hochreiter and Schmidhuber [17], is an RNN method that is 

suitable for processing and predicting important events with very long intervals and delays 

in time series. LSTM can avoid the vanishing gradient problem due to its three-gate struc-

ture: input gate, forget gate, and output gate. These gates can determine whether to remove 

or add information to a cell, and thus can memorize previous events to make better use of 

its input.  

2.4 Attention Mechanism 

Vision researchers developed the concept of Visual Attention by investigating how 

human beings analyze images through their visual systems [16, 19]. It is a process that 

determines which regions of an observed thing should be selected for more detailed anal-

ysis. This is similar to the basic idea of attention mechanism [1, 34]. Attention mechanism 

allows a model to distinguish the importance of every input by allocating different weights, 

giving more weight to features that more significantly influence the output. As one of the 

most influential methods of deep learning, it is widely used in sequence-to-sequence mod-

els, such as speech recognition [9], image captioning [38, 40], and many other fields [43]. 

2.5 Generative Adversarial Networks for Recommender Systems 

Generative adversarial networks (GANs) [14] consist of two models: a generative 

model G, and a discriminative model D. The two models can gradually be improved under 

iteratively adversarial competition: the Generator simulates the probability distribution of 
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the real world, and the Discriminator distinguishes real and fake samples. This moves the 

Generator closer to the true target probability distribution, and produces realistic samples. 

Wang et al. [36] proposed the IRGAN recommendation system for information re-

trieval applications. In [50], they define the relevant text that has been browsed as a posi-

tive sample, and the text that has not been browsed as a negative sample. The conditional 

probability Ptrue(d|qn, r) defines the underlying true relevance distribution, where qn is a 

given query from a user (e.g., keywords, questions, …, etc.), d is its corresponding docu-

ment, and r denotes relevance. The Generator retrieval model P(d|qn, r) tries to approxi-

mate the true relevance distribution Ptrue(d|qn, r), while the Discriminator retrieval model 

fØ(q, d) tries to distinguish between relevant documents (labeled 1) and non-relevant doc-

uments (labeled 0). The overall objective function is shown as Eq. (1), where D(d|qn) is a 

sigmoid function of the Discriminator score: 

* *,

~ ( | , ) ~ ( | , )

1

min max ( [log ( | )] ( [log(1 ( | ))]).
true n n

N
G D

d p d q r n d p d q r n

n

J E D d q E D d q
 

=

= + −  (1) 

Zhao et al. [42] proposed the PLASTIC GAN model structure combining MF and 

LSTM, and considered users’ long short-term preferences to improve recommendations. 

They used MF to analyze a user’s global preferences, and adopted RNN to learn the tem-

poral changes in the preferences of users and items. They proposed four methods for deal-

ing with the temporal dynamics of users’ preferences for items. The best of the four uses 

an attention mechanism in LSTM to compute a weight for each hidden state by exploiting 

global factors. The rating prediction function is defined as Eqs. (2) and (3), 

, , 1 , 1 , ,

1
( , , , , , ) ,

1 exp( )

u m u m u m

ij t i j i t j t i t j tr g e e h h c c
s

− −= =
+ −

 (2) 

, , 1 ,u m u m

i j i t q j t i js e e h h b b− −=  +  + +  (3) 

where g() is a score function, and its inputs ei
u and ej

m are the global latent factors of user 

i and item j; cu
i,t and cm

j,t are the context vectors at time step t for user i and item j; hu
i,t and hm

j,t 

represent the hidden states at time step t, which are computed by LSTM in Eqs. (4) and (5): 

, , 1 , ,( , , ),u u u u

i t i t i t i th LSTM h z c−=  (4) 

, , 1 , ,( , , ).m m m m

j t j t j t j th LSTM h z c−=  (5) 

In the equations, zu
i,t  U and zm

j,t  M represent the rating vector of user i and item j 

given time t, respectively. U is the total number of users, and M is the total number of items. 

The context vectors cu
i,t and cm

j,t act as extra inputs of the hidden states of LSTMs to provide 

long-term information, as shown in Eq. (6), 

, , , ,

1 1

;
U M

u i u m j m
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c e c e 
= =

= =   (6) 

where i
k,t and j

p,t are attention weights for user u and item j at time step t, computed by 

Eqs. (7) and (8),  
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The feed-forward neural network  shown in the equations can produce a real-valued 

score. The attention weights together determine which user and item factors should be 

selected to generate rij,t.  

Furthermore, Bharadhwaj et al. [2] proposed RecGAN, which improved IRGAN by 

combining it with RNN. RecGAN uses GRU to effectively extract a user’s preference 

model related to time series, thereby improving the recommendation effect. Yu et al. [41] 

proposed the SeqGAN model, which considers the sequence generation procedure as a 

sequential decision-making process, providing the possibility of text generation. Chen et 

al. [7] added reinforcement learning (RL) to GAN, and proposed a GAN model to imitate 

the dynamic changes of users’ behavior and learn their reward function in order to predict 

better user preference models. They also proposed a new cascading Q-network to deal with 

a large number of candidate items by combining recommendation strategies.  

3. PROPOSED METHOD 

3.1 Overview 

 This paper proposes a hybrid recommendation method based on GAN, which takes 

into accounts the user’s preference changes in time series and the text characteristics of 

news articles. An overview of the proposed recommendation method is shown in Fig. 1. It 

can be divided into three parts: pre-processing, model training, and top-N recommendation. 

The input raw data includes a user’s browsing history and the contents of news articles.  

 

 
Fig. 1. Overview of the proposed recommendation method. 
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The proposed method first processes the raw data, including organizing the two into 

sequential form, so that there will be time information when running the LSTM. It also 

uses CNN, LDA and CTM to extract the latent features of news articles, which will be used 

in the subsequent GAN model.  

Next, the GAN architecture is used to train the model, and LSTM and MF are used in 

both Generator and Discriminator. This study proposes an attention framework in the Dis-

criminator, which effectively adjusts the weights of the two (LSTM and MF) according to 

their importance. In the Generator, a CNN-MF sub-model is added, so that the content of 

the article can be taken into accounts, and the embedding of users and items can be updated 

by MF. Once the Generator and the Discriminator have iteratively trained and learned, a 

top-N recommendation list is generated based on the prediction of the Generator. 

3.2 Data Preprocessing and Extraction 

This stage pre-processes the news articles, and extracts the news features. CNN is 

adopted to extract the latent features of the text. Moreover, the CTM model is adopted 

using LDA to derive the latent topic vector of each article, and MF is used to derive the 

latent factors of users and news articles. 

This work considers the dynamic changes of time factors by recording the articles 

browsed by each user on a weekly basis. Similarly, users’ browsing history for each week 

is recorded. The user/item time sequence can then be used by LSTM to push back the 

sequence of users and items within a month (four weeks), and analyze the patterns of users 

and items. 

3.2.1 CTM latent factors 

The latent factors of users and items derived from the CTM model are taken as the 

initial item and user vectors for the proposed GAN model. In the pre-processing step, the 

proposed method first extracts the latent topic vectors of news articles by LDA. The latent 

topic vectors of the articles are used as the initial latent factors of items in the MF. To 

optimize CTM latent factors, a rating matrix is first generated based on users’ click count 

on each article. Next, the difference between the predicted ratings and the real ratings in 

the rating matrix are minimized through MF. 

 Since CTM uses LDA latent topic vectors as the initial latent factors of articles 

(items), and then uses MF to learn the latent factors for users and articles (items), it can 

then generate the latent factors of articles according to the latent topic vectors from LDA 

and latent factors from MF. Thus, cold start items can still be recommended to users ac-

cording to the latent topic vectors derived from LDA. 

3.2.2 CNN preprocessing 

To convert news articles into trainable latent feature vectors, the proposed method 

enhances the Generator by employing the CNN-MF model to improve the learning of latent 

feature vectors of news articles. For the preprocessing of news articles, it applies the 

word2vec pretrained with 354,158 Chinese wiki documents to generate word embedding 

vectors representing each word. If words share similar context meanings, they will be lo-

cated close to one another in the vector space, and then mapped to word embedding. 
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3.3 Generative Adversarial Networks 

 The proposed model enhances the PLASTIC GAN model [42] by integrating CNN-

MF in the Generator to improve the learning of the latent features. Note that CNN is 

adopted to extract latent features of articles with text content. The proposed PLASTIC-

CNN-MF-Attention framework integrates the advantages of existing models with the en-

hancement of CNN-MF for learning latent features of text content, and attention mecha-

nism for combining the MF and LSTM in the Discriminator. MF is used to analyze users’ 

global preferences, while LSTM is used to trace users’ preferences on items over time. 

During the GAN iterative learning process, the Generator  continuously selects samples 

from the candidate pool according to the predicted probability distribution of samples, 

while the Discriminator  distinguishes whether the samples are real or fake. Under the 

adversarial cycle, the model can gradually grasp the true distribution of the data. The over-

all objective function is shown as Eq. (9), 

* *

~ ( | , )

~ ( | , )

, arg min max ( [log ( | , )])

             [log(1 ( | , ))].

realr D r u d

u d

r D r u d

E Dis r u d

E Dis r u d






 =

+ −


 (9) 

where Dis(r|u, d) estimates the Discriminator’s prediction of the probability that news ar-

ticle d came from the true distribution. In Eq. (9), for the Generator, it is expected that 

logDis(r|u, d) will be minimized if d is sampled from the true distribution, and log(1 − 

Dis(r|u, d)) will be minimized, which is equal to maximizing logDis(r|u, d), if d is sampled 

from the Generator. For the Discriminator, it is expected that logDis(r|u, d) will be max-

imized if d is sampled from the true distribution, and log(1 − Dis(r|u, d)) will be maximized, 

which is equal to minimizing logDis(r|u, d), if d is sampled from the Generator. 

3.3.1  Generator 

Unlike traditional GAN, the Generator in the proposed model uses the latent factors  

derived from the CTM as the initial latent feature vectors of users and items. At each 

epoch, the Generator selects samples to update the latent features of users and items by 

minimizing the joint loss of MF and LSTM. The selection is based on the probability value 

of news article d’s probability distribution D(r|u, d), which is the conditional probability 

of relevance r given u and d. The larger the value, the higher the probability d will be 

selected as important examples for the Generator, with the reward obtained from the Dis-

criminator. Moreover, if news article d is in the training set, its probability value is also 

increased. Then, softmax is performed for all articles, yielding the probability distribution 

of all articles, as shown in Eq. (10), 

1

exp( ( | , ) )
( | , ) .

exp( ( | , ) )
k

k

D r u d
D r u d

D r u d






=


 (10) 

The higher the D(r|u, d) value of news article d, the more likely d is to be selected. 

In addition, if news article d is in the training set, D(r|u, d) is increased, giving news 

article d a higher chance to be selected as an important example for the Generator.  

This study uses reinforcement learning policy gradient to optimize the Generator 
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model, which can solve the problem of scattered news article items and the inability to use 

gradient descent directly. We adopt the approach [41] to pass the reward from the Discrim-

inator to the Generator. The generative model’s loss function is optimized according to 

D(r|u, d) and the reward from the Discriminator. The reward of the Discriminator is de-

fined as Eq. (11), 

R = 2  D(r|u, d) − 1.  (11) 

The higher the D(r|u, d) value of news article d, the more likely d is to be selected. 

Similarly, the higher the reward from the Discriminator of news article d, the higher the 

chance news article d has to be selected. By contrast, the generative model aims to mini-

mize the objective function, however, it is worth mentioning that while minimizing the 

objective of the generative model, this study also optimizes the parameters of CNN-MF 

model. The objective function of the Generator is shown as Eq. (12), 

*

~ ( | , )argmin ( [log(1 ( | , ))]).r D r u d

u d

E Dis r u d


 = −  (12) 

For the Generator, if article d is selected from the Generator, it is expected that log-

Dis(r|u, d) will be maximized, which is equivalent to minimizing log(1 − Dis(r|u, d)).   

In addition, this study refers to PLASTIC [42], and adds LSTM and MF to the Gen-

erator, so that the Generator can simultaneously use LSTM to learn users’ dynamic prefer-

ences, and MF to learn users’ long-term global preferences. First, the samples are pre-

processed into data sequences: the articles that the user has seen each week, and users who 

have viewed the article each week. Then the LSTM is performed on the data sequences to 

predict the LSTM-based preferences. Meanwhile, the samples are also used to obtain the 

corresponding long-term global preferences by using MF. Finally, the overall joint logits 

combing LSTM and MF predicted preferences are shown in Eq. (13), 

joint logits = logitsMF + logitsLSTM. (13) 

In the Generator model, both LSTM and MF are considered. During learning, MF and 

LSTM are trained together, and then the user and item latent factors derived by the MF of 

the Generator are fed into the CNN-MF model to further update the latent factors. 

3.3.2 CNN-MF in the generator 

 This study refers to ConvMF’s approach [20], and uses CNN’s four-layer architec-

ture to convolve news article content into latent features. These latent features are extracted 

from the text information of news articles through shared weights and sliding windows. In 

the convolutional layer, the text feature cd
j
 of news article d is obtained by Eqs. (14) and 

(15), 

(:, :( 1))( ),j j j

d c i i ws cc f W D b+ −=  +  (14) 

1 2 1[ , ,..., ].j j j j

i wsc c c c − +=  (15) 

In the formula, Wc
j
 determines the jth shared weight, the sliding window ws represents 
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the number of words related to the sample word, and bc
j
 is the bias of Wc

j
. Then, the pooling 

layer extracts representative features from the output of the convolutional layer, and con-

structs vector features of fixed length. The pooling layer uses maximum pooling to obtain 

the maximum of text features from each text feature vector. This extracted latent feature of 

d, denoted by cnnd, can be expressed by Eq. (16), 

cnnd = [max(c1), max(c2), max(cj), …, max(cnc)]. (16) 

In this study, each news article d is defined as an input file Xd, in which the weight of 

CNN is W, and the latent feature vector of each article is learned through the CNN convo-

lution method by Eq. (17), 

cnnlfd = CNN(W, Xd). (17) 

CNN-MF iteratively optimizes the objective function to update the model parameters, 

which is shown in Eq. (18), 
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 (18) 

where pud is a binary variable, and if the user u has read the document d, it is set to 1, and 

if it is not, it is set to 0; cud stands for observing the confidence level of pud; xu stands for 

the user latent factor, yd denotes the document latent factor. 

3.3.3 Discriminator 

This study defines news articles that the user has actually seen as positive samples, 

labeled 1, and the items selected according to probability distribution D(r|u, d) calculated 

by the Generator are defined as negative samples, labeled 0. The greater the value of D(r|u, 

d), the higher its probability of being selected as a negative sample. The training process 

of the Discriminator uses Sigmoid Cross Entropy as the loss function, and the objective 

function is defined as Eq. (12): 

*

~ ( | , ) ~ ( | , )arg min ( [log ( | , )])

        [log(1 ( | , ))].

realr D r u d r D r u d

u d

E Dis r u d E

Dis r u d


 = +

−


 (12) 

In the objective equation, if the item d is a training article that the user has actually 

seen, it is expected that logD(r|u, d) will be maximized; if the item d is selected from the 

Generator, it is expected that log(1 − Dis(r|u, d)) will be maximized. 

3.3.4 Attention mechanism in the discriminator 

 In the Discriminator, this study also considers LSTM and MF jointly, and proposes 

an attention mechanism to effectively combine the two. Although PLASTIC uses an atten-

tion mechanism to compute a weight for each hidden state in the LSTM by exploiting the 
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global factors, it merely combines the LSTM and MF results, i.e., the predicted logits of 

LSTM and MF, by adding them together. 

 

 
Fig. 2. Attention-based LSTM-MF loss method in discriminator. 

 

The proposed attention structure is shown in Fig. 2 and as Eqs. (20)-(24). The weekly 

data obtained after the pre-processing are run down through LSTM and MF, respectively. 

After calculating LSTM_Logits/MF_Logits, the Sigmoid Cross Entropy is applied with the 

corresponding labels to get the LSTM_Loss/MF_Loss. The two are then combined through 

a dense layer with a two-dimensional output by softmax to derive the attention weight 

LSTM /MF.  

max( )

exp( _ )
        

exp( _ ) exp( _ )

LSTM Loss

hLSTM hLSTM

hLSTM hLSTM hMF hMF

soft LSTM

LSTM Loss b

LSTM Loss b MF Loss b





 

=

 +
=

 + +  +

 (20) 

max( _ )

exp( _ )
        

exp( _ ) exp( _ )

MF

hMF hMF

hLSTM hLSTM hMF hMF

soft MF Loss

MF Loss b

LSTM Loss b MF Loss b





 

=

 +
=

 + +  +

 (21) 

where hLSTM/hMF denotes the weight, and bhLSTM/bhMF denotes bias variables of the soft-

max activation function. Moreover, the softmax method is applied, which results in the 

sum of LSTM and MF always being 1, and both denote the importance of LSTM latent fea-

tures and MF latent features, respectively. 

Accordingly, the weight adjustment can be obtained through Eqs. (22) and (23) by 

multiplying the original loss LSTM_Loss/MF_Loss with the attention weights LSTM / MF. 

to generate the attentional LSTM loss (WLSTM_Loss) and attentional MF loss (WMF_ 

Loss). The sum of the two is the integrated loss value (joint loss) of the objective function, 

which is shown in Eq. (24). 
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WLSTM_Loss = LSTM  LSTM_Loss (22) 

WMF_Loss = MF  MF_Loss (23) 

Joint_Loss = WLSTM_Loss + WMF_Loss (24) 

 

The Discriminator is thus enhanced through the attention mechanism, in which LSTM 

and MF can be effectively fused together, and the Discriminator model can be updated 

through the integrated loss value adjusted by the attention mechanism. 

3.4 Top-N Recommendation 

 When the Generator and the Discriminator iteratively optimize the model to achieve 

convergence, the Discriminator is no longer able to discriminate whether the sample is real 

or fake. The probability model of the Generator D(r|u, d) approaches the true probability 

distribution D(r|u, d)real, and the model reaches equilibriums. During recommendation, the 

proposed model selects top-N articles with the highest probability according to the proba-

bility distribution D(r|u, d) derived from the Generator to recommend to the user. The 

higher the D(r|u, d) value of news article d for user u, the higher news article d’s chance 

to be selected for user u, and thus the top-N highest articles are recommended for each user.  

 

Algorithm 1: The Proposed Recommendation Method 

1 Input: Generator , Discriminator , training data S. 

2 Initialize model  with random weights, model  with CTM. 

3 Pre-train ,  using S 

4 repeat 

5 for g-steps do 

6 Generator  selects important samples for each user u 

7 Get each sample’s time and append them into user/item sequence forms 

8 Apply LSTM and MF to user/item sequences and compute joint logits by Eq. (13) 

9 Update Generator  by Eq. (12) and Discriminator’s reward by Eq. (11)  

10 Use current Generator ’s user/document latent vectors to initialize CNN-MF model 

11 for CNN-MF steps do 

12 Optimize and update CNN latent feature by Eq. (17) based on document latent vectors 

13 Optimize and update MF user preference model by Eq. (18) 

14 end for 

15 Use user/document latent vectors of CNN-MF model as the Generator ’s  

user/document latent vectors 

16 end for 

17 for d-steps do 

18 Use current Generator  to select negative examples and combine with given positive  

examples S 

19 Get each sample’s time and append them into user/item sequence forms 

20 Apply LSTM and MF to user/item sequences and compute joint loss by Eq. (24) 
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using the proposed attention mechanism  

21 Update and optimize Discriminator  by Eq. (19) 

22 end for 

23 until convergence 

24 Recommend top-N articles for each user u according to Generator  

Fig. 3. Algorithm of the proposed method. 

The overall logic of the proposed model is summarized in Fig. 3. Before the adver-

sarial training, the Discriminator can be initialized by its conventional models, and the 

Generator uses the pre-processed CTM vectors as the initial latent feature vectors of users 

and items. This study integrates CNN-MF into the Generator in order to learn the latent 

features of text content, and uses the attention mechanism in the Discriminator to combine 

MF and LSTM. Then, during the adversarial training stage, the Generator and Discrimina-

tor are trained alternatively via Eqs. (12) and (19). 

4. EXPERIMENT AND EVALUATION 

4.1 Experimental Setting 

This research utilized the NiusNews (https://www.niusnews.com/) dataset, an on-

line news site, to evaluate the proposed method. Niusnews media platform provides mul-

ti-lateral services, including news, makeup tips, e-commerce, and online activities. There 

are about 50 to 60 daily news posts for Niusnews. The experiments use the Nius-News 

February and March, 2019 dataset since March contains the largest amount of data for that 

year. The data for each user and item was backtracked over four weeks. Thus, the March 

data was mainly used to split training data and test data, and the February and March data 

was used for backtracking. There are 2,629 users, 2,368 news articles and 29,209 browsing 

records in the dataset.  

In the experiments, five baseline approaches, MF [23], CTM [35], CNN-MF [21], IR-

GAN [36] and PLASTIC [42] were compared with the four proposed approaches, IRGAN-

MF, PLASTIC-MF, PLASTIC-CNN-MF and PLASTIC-CNN-MF-Att.  

 

• MF: Matrix Factorization is designed by rating prediction matrix, which is multiplied by 

user and item vectors. Both of the initial vectors of MF are randomly generated. 

• CTM: Collaborative Topic Modeling is a state-of-the-art recommendation model, which 

uses LDA as the initial latent factors of news articles for MF. 

• CNN-MF: Recommendation is designed by Convolutional Matrix Factorization (Conv-

MF) approach, which integrates CNN into MF.  

• IRGAN: Recommendation is designed by IRGAN approach using the GAN framework 

for top-N item recommendation for each user. The approach is described as Eq. (1) in 

Section 2.5. 

• PLASTIC: Prioritize long and short-term information in top-n recommendation is 

designed by combining MF and LSTM through an adversarial training framework. 

• IRGAN-MF: Recommendation is designed by using MF to update user and item vectors 

in the Generator of IRGAN after the Generator is updated. 

https://www.niusnews.com/
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• PLASTIC-MF: Recommendation is designed by using MF to update user and item 

vector in the Generator of PLASTIC after the Generator is updated. 

• PLASTIC-CNN-MF: Recommendation is designed by using CNN to extract items’ 

latent feature vectors, and then using MF to update user and item vectors in the Generator 

of PLASTIC after the Generator is updated. 

• PLASTIC-CNN-MF-Att: Recommendation is designed by using CNN to extract items’ 

latent feature vectors, and then using MF to update user and item vectors in the Generator 

of PLASTIC after the Generator is updated. There is also an attention mechanism in the 

Discriminator to combine LSTM and MF. 

 

Note that the four proposed approaches, IRGAN-MF, PLASTIC-MF, PLASTIC-

CNN-MF and PLASTIC-CNN-MF-Att use CTM as their initial input vectors. The pro-

posed method was implemented using the Python, Tensorflow 2.0 library with an NVIDIA 

1080Ti graphics card. Various parameter settings were tested for model training. After nu-

merous tests, this study adopted 1) number of topics: 80 for LDA and CTM. 2) CNN pa-

rameters: word latent vectors with dimension size of 200, window size (3, 4, 5), and drop-

out rate of 0.2 to prevent CNN from over-fitting. 3) learning rate: 0.001 for both Generator 

and Discriminator in the IRGAN series model; 0.000015 for the Generator, 0.000001 for 

the Discriminator in the PLASTIC series model.  

 To test the performance of each experiment on the real world dataset, this study used 

the precision, recall, F1 scores and Normalized Discounted Cumulative Gain (NDCG) for 

the various models to evaluate their recommendation results. F1 score can be used to ob-

serve the balance between Precision and Recall. 

4.2 Model Evaluation 

This section examines the effect of different combinations of MF, CNN, attention 

mechanism, and different initial input vectors separately. This study determines whether 

using MF to update the user and item vectors can improve performance during the training 

process of the Generator. In addition, CNN is added after MF in each Generator epoch to 

examine the improvement of extracting latent vectors. Finally, a novel attention mecha-

nism is applied to combine LSTM and MF jointly in the Discriminator. The results demon-

strate that the proposed approach, PLASTIC-CNN-MF-Attention, can outperform the 

other compared methods. 

4.2.1 Evaluation of MF and CNN updating 

 This section compares the effect of using MF to update the Generator’s user and item 

vectors during each Generator iteration. Unlike PLASTIC, which only uses MF to observe 

global records, the proposed model further uses MF to update the user/item latent factors 

derived by the Generator in each iteration. This allows the model to generate a more accu-

rate latent model. The experiment result of precision, recall and F1 scores for top-10 rec-

ommendation is shown in Table 1. This study modifies two baseline GAN models, IRGAN 

and PLASTIC, to examine the results of IRGAN(CTM) and PLASTIC(CTM) with the 

initial input vectors produced by CTM. Note that the original baseline IRGAN(MF) and 

PLASTIC(MF) models only use MF as their initial input vectors. The result shows that 

IRGAN(CTM) and PLASTIC(CTM) can get better performance than the baseline models 
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IRGAN(MF) and PLASTIC(MF). The models IRGAN-MF and PLASTIC-MF further en-

hance IRGAN (CTM) and PLASTIC (CTM) by using MF to update the user/item latent 

factors derived by the Generator in each iteration. The result shows that PLASTIC per-

forms better than IRGAN, and each of them combining with MF update − IRGAN-MF and 

PLASTIC-MF can get better performance than the models IRGAN (CTM) and PLASTIC 

(CTM) without MF update. 

This section also examines whether CNN can improve recommendation results by 

including it in the Generator before using MF to update. This study applied Google’s 

Word2Vec as pre-trained model, and then utilized the CNN with PLASTIC-MF to design 

PLASTIC-CNN-MF. Table 1 demonstrates that PLASTIC-CNN-MF outperforms other 

competitors, where all the PLASTIC methods adopt CTM as initial input vectors. The re-

sult shows that PLASTIC-CNN-MF’s performance was superior to all the compared meth-

ods. Thus, it can be concluded that using CNN to extract contextual latent features can help 

enhance recommendation results. 
 

Table 1. Evaluation of MF and CNN updating for top-10 recommendation. 

 Precision Recall F1-score 

IRGAN(MF) 0.101767 0.122000 0.110969 

PLASTIC(MF) 0.102473 0.121727 0.111273 

IRGAN(CTM) 0.109187 0.130702 0.118980 

PLASTIC(CTM) 0.110954 0.133551 0.121208 

IRGAN-MF 0.116608 0.138923 0.126791 

PLASTIC-MF 0.116961 0.139276 0.127147 

PLASTIC-CNN-MF 0.118375 0.140081 0.128316 

4.2.2 Evaluation of attention mechanism 

 PLASTIC simply combines LSTM and MF by adding their result logits. However, 

sometimes the MF value may be comparatively larger than that of LSTM, resulting in the 

sum being influenced by MF. The proposed method, however, applies an attention mech-

anism in the Discriminator which enables the model to learn the importance of LSTM and 

MF through a neural network, and therefore adjust their weights. Table 2 shows that the 

proposed method, PLASTIC-CNN-MF-Att, performs better than the model PLASTIC-

CNN-MF without attention. This implies that the proposed attention-based model can pre-

vent the sum of LSTM and MF being influenced by only MF or LSTM, and thus provide 

more effective recommendations. 
 

Table 2. Evaluation of attention mechanism for top-10 recommendation. 

 Precision Recall F1-score 

PLASTIC-CNN-MF 0.118375 0.140081 0.128316 

PLASTIC-CNN-MF-Att 0.120848 0.143734 0.131301 

4.3 Experiment Results 

The proposed approach was evaluated using a dataset taken from an online news me-

dia platform, NiusNews (https://www.niusnews.com/). The overall performances (F1 and 
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NDCG) of the compared approaches for top-10 and top-15 recommendations are shown in 

Figs. 4 and 5, respectively. From the experiment results, PLASTIC-CNN-MF-Att achieves 

better improvements than all other compared approaches. Other conclusions can also be 

drawn from these results. 

 

 
Fig. 4. Comparison of F1-scores and NDCG of various methods in Top-10 recommendation. 

 

 
Fig. 5. Comparison of F1-scores and NDCG of various methods in Top-15 recommendation. 

 

 

First, the four proposed approaches, IRGAN-MF, PLASTIC-MF, PLASTIC-CNN-

MF and PLASTIC-CNN-MF-Att perform better than conventional methods like MF, CTM 

or CNN-MF. By virtue of the GAN adversarial structure, both Generator and Discriminator 
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models allow more flexibility on training models. Next, PLASTIC with LSTM can gener-

ally explore the dynamic changes of users’ preference more precisely over time series than 

can IRGAN.  

There is a performance gap between MF and CTM when selecting GAN’s initial input 

vector, since CTM has the ability to extract the latent features of news articles. The ap-

proaches use CTM as their initial input vectors, including IRGAN(CTM), PLASTIC (CTM), 

IRGAN-MF, PLASTIC-MF, PLASTIC-CNN-MF and PLASTIC-CNN-MF-Att, perform 

better than IRGAN(MF) and PLASTIC(MF) which only use MF as their input vectors.  

IRGAN-MF, PLASTIC-MF, PLASTIC-CNN-MF and PLASTIC-CNN-MF-Att per-

form better than IRGAN(CTM) and PLASTIC(CTM). The models using MF to update the 

Generator’s user and item vectors helps in learning latent user and item models. Moreover, 

PLASTIC-CNN-MF performs better than PLASTIC-MF. Incorporating CNN into the 

PLASTIC-MF model can capture documents’ contextual information, which enhances the 

proposed model by extracting latent vectors from news content. Furthermore, the PLAS-

TIC architecture was improved in this study using a novel attention mechanism to effec-

tively combine MF and LSTM. All of these factors were compared and verified gradually, 

and the proposed PLASTIC-CNN-MF-Att approach achieves the best performance among 

all the compared methods. 

5. DISCUSSIONS AND CONCLUSIONS 

This study proposes a novel hybrid GAN-based news recommendation model. The 

proposed method applies CTM to extract initial user and item latent factors. The Generator 

then applies CNN-MF to these latent factors to improve content extraction. In addition, in 

order to improve recommendation results based on a user’s dynamic preferences over time, 

this study considers time an important factor as well. LSTM and MF are considered in the 

proposed GAN model simultaneously: LSTM can track the dynamic behaviors and trends 

of users and items, while MF can observe their global records. Moreover, inspired by 

PLASTIC’s limitation, an innovative attention mechanism structure is employed, whereby 

the model can learn and adjust the MF and LSTM weights in order to more effectively 

combine the two. 

Several experiments were conducted to evaluate the performance of the proposed 

model. The experiment results show that the proposed PLASTIC-CNN-MF-Att model can 

improve recommendation results and achieve better performance than the MF, CTM, 

CNN-MF, IRGAN and PLASTIC baselines. The result implies that PLASTIC, considering 

time series, can perform better than IRGAN. PLASTIC-CNN-MF can further enhance con-

textual extraction of news articles and latent factor learning over PLASTIC. And finally, 

PLASTIC-CNN-MF-Att modifies the Discriminator with an innovative attention mecha-

nism to combine the LSTM and MF. Accordingly, the proposed PLASTIC-CNN-MF-Att 

model achieves the best performance among all compared methods. The model has great 

potential in other practical applications, which can increase the effectiveness of recom-

mending textual content. 

Planned future work will focus on the following. The NiusNews website contains 

other activities such as shopping, video channels, and event bookings. Further work will 

integrate various activities, and recommend similar items and articles to users. Users may 
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have similar preferences in different activities, and a complete user experience on the 

NiusNews website can improve customers’ loyalty. Almost every recommendation system 

encounters problems with new item recommendation. Since new items lack rating infor-

mation, recommendation models with simple approaches perform poorly in this area. Fu-

ture work will focus on new items, and improve recommendation results by applying other 

deep learning methods.  
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