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Finding similar users in a social network is an essential element of personalized 

recommendation systems. Most traditional algorithms of this kind consider all the dimen-
sions of user data as a whole and use this merged information to search for similar users. 
However, such a method has its flaws, as user information in various dimensions is gen-
erally independent. Recently multi-criteria skyline queries have been applied to search 
for similar users. However, these applications are only suited to centralized environments, 
which is not a common type of environment among social networks. Hence, this paper 
introduces a distributed neural filter to search for similar users in a distributed environ-
ment. By using the proposed filter, we can enhance the speed of identifying whether a 
user is similar to you in the distributed environment. That is, the operating speed of rec-
ommendation systems can be improved. Simulation results demonstrate the effectiveness 
and efficiency of the proposed identifier.    
 
Keywords: social network, recommendation system, skyline query, neural network, dis-
tributed environment. 
 
 

1. INTRODUCTION 
 

In recent years, an increasing number of researchers have focused on personalized 
recommendation systems [14, 21], which tailor recommendations to users on subjects 
such as products, attractions, and travel itineraries. The first step of most personalized 
recommendation systems is the search for friends or users similar to the user in question. 
The online information that these individuals provide serves as the basis of these rec-
ommendations. Suppose, for instance, that User A wants to take a trip to an unfamiliar 
city, which is home to four attractions: science museum and art museum, department 
store, and central park. User A requests a recommendation from the system. The system 
receiving this request has access to the information presented in Table 1, which includes 
types of attractions, the cities they are located in, and the ratings that other users have 
given them. For example, the value 0.9 in (A, history museum) means that User A has 
been to history museum and given it a rating of 0.9. In contrast, the “” in (A, science 
museum) means that User A has not been the science museum. Upon receipt of User A’s 
request, the system first searches Table 1 for all the users that have given ratings similar 
to those given by User A. The table shows that Users B and D are more similar to User A 
than Users C, E, and F are because they both gave history museum high ratings and gave 
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shopping mall and nature park extremely low ratings, as did User A. Users C, E, and F 
favor the opposite, having given shopping mall and nature park high ratings but given 
history museum lower ratings. After identifying Users B and D, the recommendation 
system then makes recommendations to User A based on the ratings given by Users B 
and D to science museum and art Museum, department store, and central park. As sci-
ence museum received higher ratings from Users B and D than the other three attractions 
did, the system therefore recommends that User A go to science museum. 

 

Table 1. An example of recommendation systems. 
Attractions Type city A B C D E F 

Science Museum Intellectually-related New York  0.95 0.14 0.97 0.07 0.2 
Art Museum Intellectually-related New York  0.89 0.2 0.85 0.06 0.15 

Department Store Shopping-related New York  0.13 0.95 0.11 0.98 0.93 
Central Park Nature-related New York  0.08 0.97 0.13 0.99 0.84 

History Museum Intellectually-related Houston 0.9 0.91 0.06 0.94 0 0.1 
Shopping Mall Shopping-related Houston 0.1 0.2 0.88 0.15 0.99 0.95 

Nature Park Nature-related Houston 0.05 0.01 0.87 0.1 1 0.98 

 

Conventionally, when recommendation systems search for similar users, they use k- 
Nearest Neighbors [20, 23], cosine similarity [21] and the k-means algorithm [19, 30] to 
consider multiple user aspects simultaneously. However, this approach has its drawbacks 
because the information of users in different aspects is generally independent and uncor-
related [7]. Say that there is a User G in Table 1, who has given history museum, shop-
ping mall, and nature park the ratings 0.93, 0.99, and 0.02, respectively. Clearly, the 
preferences of User G in intellectually-related attraction is similar to that of User A, so 
the ratings that User G has given to science museum and art museum should also be of 
value to User A. However, none of the k-Nearest Neighbors, the cosine similarity and the 
k-means algorithm would consider User G as similar to User A because they differ too 
greatly in one aspect. This presents a significant shortcoming in existing approaches.  

Recently, researchers have begun to apply a well-known multi-criteria search algo-
rithm, the skyline query [11, 16, 18, 25] to solve this problem. The most prominent fea-
ture of the skyline query is that it can consider various conditions (or dimensions) sepa-
rately and assist users in retrieving the data points that they need based on all or some of 
the conditions. The first study to apply the concept of skylines to the relationships be-
tween users and their friends in social networks was that of Peng et al. [27]. They pro-
posed that performing skyline queries based on various correlations between users and 
their friends can assist users in identifying those that are the most important to them. 
They furthermore designed a member promotion algorithm to guide users in increasing 
their importance to other users. Later, Peng et al. [28] presented the Infrasky algorithm 
which is a modification of their previous work to allow it to operate on equal-weighted 
social networks. With regard to the relationships between users and their social network 
friends, Emrich et al. [8] additionally considered geographical information and claimed 
that this approach can assist users in finding friends that they are closer to in both affec-
tion and distance. Also. Zheng et al. [34] proposed a method of friend recommendation 
that combines of skyline query and check-in information to find promising friends. But 
we should be noticed that despite the successful applications in these works, none of 
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them helped users identify other users with similar preferences. Recently, Chiu et al. [7] 
employed the depth-k skyline query to identify the depth-k sky line users of target User 
A and referred to them as the users similar to User A. Fig. 1 shows an example given by 
[7], where axes X and Y respectively measure the difference between User A and other 
users in their preferences for intellectually-related attractions and shopping-related at-
tractions. For instance, B(0.1, 0.5) indicates that the difference between Users B and A is 
0.1 point in intellectually-related attractions and 0.5 points in shopping-related attrac-
tions. In this example, we can see that a higher degree of similarity exists between Users 
B and A than between Users E and A because the preferences of User B are closer to 
those of User A than those of User E are in both types of attractions. In this case, we say 
that B dominates E. The depth-k skyline query proposed by [7] identifies the users that at 
most are dominated by k other users. The black dots in Fig. 1 display the results of a 
depth-2 skyline query, in which Users B, C, and D are not dominated by any other users, 
Users E, F, and G are dominated once, and Users H, and I are dominated twice. Clearly, 
these users all show preferences that are similar to those of User A in either intellectual-
ly-related or shopping-related attractions. Thus, they have reference value for User A 
and should be retrieved. This approach effectively solves the issue of only considering 
independent dimensions simultaneously. It also enables users to find a wider range of 
friends that exhibit similar preferences to them rather than only the users situated on the 
skyline. However, this approach requires a substantial number of dominance checks 
which slow down computation [13]. For this reason, [32] proposed an R-tree based algo-
rithm to enhance the operation speed of depth-k skyline query. Also, as the number of 
similar friends returned by [7] can be quite unstable, which may cause some problems in 
recommendation systems, the algorithms in [32] also ensured that the number of similar 
friends they returned is fixed at a constant value. But we should be noticed that as the 
attribute values of users in social networks change frequently, it is quite difficult for us to 
store attribute values of users by R-tree. That is, the algorithms in [32] can be useless in 
real world applications. Hence, [13] proposed the concept of skyline regions. For each 
User A, their algorithm first identifies the skyline users and then draws a skyline region 
based on the threshold  given by User A. All of the users within this skyline region are 
considered to be similar to User A. Fig. 2, for example, exhibits the skyline region of Fig. 
1. Assuming that the target user is User A, we first identify the skyline users from among 
the friends of User A, who are Users B, C, and D as shown in Fig. 2. Next, we draw lines 
extending from points B, C, and D towards axes X and Y with a length of , which result 
in three virtual points B’, C’, and D’. The region formed by these three virtual points in 
the lower left corner is the skyline region, as shown in Fig. 2. In this manner, only the 
location of a point is needed to determine whether a user may be a skyline user, which 
negates the need for numerous dominance checks and therefore accelerates the pro-
cessing speed of the algorithm. Nevertheless, we must understand that while this method 
can quickly identify users that are similar to User A, the algorithm only considers the 
absolute values in friend data but not the dominance relationships between friends. As a 
result, the number of similar users found can fluctuate considerably. It is even possible 
that the skyline region contains no similar users (such as with D and D’ in Fig. 2) or too 
many similar users (such as with B and B’ in Fig. 2). Such circumstances can lead to 
problems in the resulting recommendations. Furthermore, as mentioned above, a com-
prehensive review of past studies reveals that their proposed algorithms are only suitable  
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Fig. 1. An example of finding similar friends in [7]. Fig. 2. An example of finding similar friends in [13]. 

for centralized environments, yet most existing social networks are distributed environ-
ments. It is therefore necessary to develop an approach that overcomes these limitations. 

This paper proposes the concept of depth-k skyline user regions to assist users in 
quickly identifying the depth-k skyline users of User A in distributed systems. These 
users are considered to be similar to User A. The concept of this paper is as shown in Fig. 
3. Once initialized, the algorithm searches all of the datasets stored in the mainframe of 
the distributed system to derive the depth-k skyline user region. All of the users within 
this region are potential depth-k skyline users of User A, whereas those outside the re-
gion are not (Fig. 3 (a)). In the next step, this region is sent back to each distributed host 
to determine which users may be the depth-k skyline users of User A, as shown in Fig. 3 
(b). The information of these users is then collected by the main server to confirm 
whether they are the depth-k skyline users of User A, as shown in Fig. 3 (c). This meth-
od of using depth-k skyline user regions is faster than conducting numerous dominance 
checks [13]. It also identifies the depth-k skyline users of the target user and is applicable 
to environments with distributed systems. 

Although using depth-k skyline user regions to identify depth-k skyline users avoids 
numerous dominance checks, determining whether a user falls within the depth-k skyline 
user region of a particular user is still time-consuming. For instance, if we want to de-
termine whether any of the users in Fig. 4 fall within the depth-k skyline user region of 
User A, each candidate must still undergo dominance checks with points X, Y, and Z. 
This method is therefore not highly scalable. The introduction of artificial neural net-
works reduces the computational burden of determining whether a user falls within the 
skyline-related region of User A. This approach has been used by Chen and Lee [6], but 
their algorithm can only determine whether a data point falls within a skyline candidate 
region (i.e., data points that fall within this region may be skyline points) but not whether 
a data point falls within a depth-k skyline region. Moreover, their algorithm only used 
two features, min and sum, of a data point to reach their goal. This can be quite rough, 
because these two features cannot always be the best solution for identifying all kind of 
datasets. Other features should also be considered in the proposed problem. Last but not 
least, their method can only be used in centralized environments, not distributed envi-
ronments; therefore, it is not suitable for this work. Chen and Lee [5] have developed 
another algorithm for finding depth-k skyline points in distributed environment. Howev-
er, their work only proposed a naive algorithm, which inputs all attribute values of the 
data point into the neural network. In such a case, many redundant information will be 
inputted into the neural network and thus the precision of their algorithm can be quite  
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(a) Construction of depth-k skyline user region. 

 
(b) Sifting possible depth-k skyline users in each client. 

 
(c) Finding depth-k skyline users from possible depth-k skyline users. 

Fig. 3. The concept of this paper. 
 

 
Fig. 4. The difficulty of examining if a user locates in the depth-k skyline user region. 

low. That is, their algorithm cannot be apply to the real world applications. Moreover, 
the distributed environment they consider is different to that of social network. Hence, 
we cannot use their algorithm to solve our problem directly. Hou et al. [13] also used 
artificial neural networks to determine whether a user is located in the skyline-related 
region, but the precision of their method was not high, and it also could not be used in 
distributed systems. In view of this, we propose a novel model based on artificial neural 
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networks, called the distributed neural filter to swiftly and precisely determine whether a 
user falls within the depth-k skyline user region of the target user. The results of our simu-
lation experiment demonstrate the efficiency and effectiveness of the proposed approach. 

The remainder of this paper is organized as follows. Chapter 2 presents related work. 
Chapter 3 introduces the algorithm and model of the distributed neural filter, and Chapter 
4 outlines the experiment simulations. Chapter 5 presents our conclusions. 

2. RELATED WORKS 

2.1 Skyline Query 
 
Four skyline query algorithms are in common use: block nested-loop algorithms, 

divide-and-conquer algorithms, the Sort and Limit Skyline algorithm, and branch-and- 
bound skyline algorithms. These algorithms are introduced in detail in the following.  

 
2.1.1 Block Nested Loops Algorithm (BNL) 

 
BNL algorithms [4] are the most intuitive processing methods for skyline queries. 

The primary concept behind them is to compare each data point with all of the other data 
points in the database and check whether they are dominated by any other data points. If 
not, the data point is placed in the skyline candidate region; if it is, then it is eliminated 
immediately. Once all of the comparisons have been made, the points remaining in the 
skyline query candidate region are the final results of the skyline query. A limitation of 
this method is that while it is intuitive, it is inefficient; the time that it requires to process 
a query is proportional to the amount of data. The substantial amount of data that we 
processed in this study discounted this type of algorithm as a candidate for this study. 

 
2.1.2 Divide and Conquer Algorithm (DAC) 

 
The primary concept behind DAC algorithms [4] is to first divide large amounts of 

data into groups, search each for skyline data points, combine these skyline data points, 
and then conduct another skyline query to derive the final skyline query results. This 
method filters out unlikely candidates beforehand, significantly reducing the number of 
data points that must be considered during the query. In Fig. 5, we can clearly see that 
the data points in region B must be dominated by the data points in region C. For this 
reason, we do not have to check the data points in B for the skyline query. However, the 
improvement in computational burden made by this approach, while positive, was not 
sufficient, prompting researchers to seek alternatives. 

 
2.1.3 Sort and Limit Skyline algorithm (SaLSa) 

 
The main idea of the SaLSa algorithm [2] is to use threshold values to search for 

potential skyline data points. The threshold values are derived from feature values of the 
data, which may be the minimum, total, or product of data points in each dimension. The 
threshold values record the upper limits of the feature values of current skyline candi-
dates. For each data point, its feature values are first calculated and compared with the 
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threshold values. If the feature values are less than the threshold values, then the data 
point may be a skyline data point. If not, then it cannot be a skyline data point. This al-
gorithm also uses feature values to rank the data points in ascending order. In this man-
ner, if the feature values of a data point surpass the threshold values, then all of the later 
data points do not need to be checked because their feature values will certainly be 
greater than the threshold values. 

 
2.1.4 Branch and Bound Skyline algorithm (BBS) 

 
BBS algorithms are currently the most widely applied type of skyline query algo-

rithm [24] because they can significantly reduce the number of data points that need to 
be checked during skyline queries. This is achieved by indexing and contrasting them 
with BNL algorithms, which use all of the data points, and DAC algorithms, which use 
most of the data points. Below, we give an example to illustrate this advantage of BBS 
algorithms. Fig. 6 (a) displays the first step of a BBS algorithm. The root node M0 must 
contain skyline data points and is thus divided into M1 and M2. Next, Fig. 6 (b) shows 
that only M1 contains skyline data points and therefore must be divided, while M2 does 
not contain skyline data points and therefore does not have to be divided. Finally, Fig. 6 
(c) indicates that both M3 and M4 contain skyline data points, necessitating further 
checking. This procedure shows that because M2 is never divided, data points B, C, H, I, 
and J in M2 will not be processed by the BBS algorithm. In other words, BBS algorithms 
checks fewer data points than conventional algorithms and thus require less time to com-
plete skyline queries. 
 

 
Fig. 5. An example of 
divide and conquer al- 
gorithm. 

(a) First step.         (b) Second step.         (c) Third step. 
Fig. 6. An example of branch and bound skyline algorithm.  

 

2.2 Recommendation System 
 
The existing recommendation systems can be classified into three types, the Col-

laborative filtering, the content-based recommendation and the knowledge-based rec-
ommendation. The detail of these three types of recommendation system are introduced 
in the following. 
 
2.2.1 Collaborative filtering 

 
Collaborative filtering classifies users into groups according to similarities in inter-
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ests, and then recommends items to these users as members of that group [10, 29]. There 
are two types of collaborative filtering: memory-based and model-based [17]. The mem- 
ory-based approach finds users with similar interests within a pre-established database 
[12], whereas the model-based approach uses clustering [17]. The memory-based ap-
proach is the most-used recommendation method and thus it is also the main recommen-
dation method this work focus on. 

 
2.2.2 Content-based recommendation 

 
Content-based recommendation identifies items in accordance with the profile or 

preferences of the user [1, 10]. This method considers only existing users of the system 
and can be adapted to users with special interests. The content-based recommendation 
process includes two steps [3]: (1) acquisition of user profiles, including logs, cookies, 
and records of previous interactions obtained via data capture applications; (2) finding 
similar friends for the recommended users by using the information retrieved in the first 
step. 

 
2.2.3 Knowledge-based recommendation 

 
Knowledge-based recommendation involves the correlation of user profiles with the 

characteristics of candidate items selected by the users. This can be implemented using 
two types of classification: case-based and rule-based reasoning [15]. The case-based 
approach applies empirical rules to previously obtained data in order to find solutions to 
new problems [31]. In contrast, the rule-based approach uses rules defined by experts 
without reference to the historical records of specific users [22]. 

3. THE ALGORITHMS AND MODEL OF THE DISTRIBUTED NEURAL 
FILTER 

Supposing that the target user is A; the process of the distributed neural filter actu-
ally consists of four parts; (1) It retrieves information from the clients and then con-
structs a depth-k skyline user region for A; (2) It constructs the distributed neural filter, 
which uses neural network to learn and approximate the range of this depth-k skyline 
user region; (3) It transmits the distributed neural filter to each client, filters out those 
users that may possibly become A’s depth-k skyline user and feeds back these users to 
the server; (4) The server will find A’s depth-k users out of these fed back users. These 
four parts are explained respectively as follows. 

 
3.1 The Construction of Target User’s Depth-k Skyline User Region 

 
To construct a depth-k skyline user region for target user A in the distributed system, 

two steps are required. The first step is to retrieve the users who may become A’s 
depth-k user, and to transmit them back to the server. In the second step, the server uses 
these fed back users to derive A’s depth-k skyline user region. These two steps are de-
scribed respectively as follows. 
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It is assumed that a specific user intends to find his user with depth-k. There are m 
groups of clients in the community network; and in each group of clients, there are u 
users. To find A’s possible depth-k users in step 1, n user groups (there will be p users in 
a user group) will first be randomly chosen in each client. Hence, mn user groups will 
be selected from the whole community network. Furthermore, skyline query will be 
conducted for each user group; and skyline results are derived. At this stage, the most 
commonly used skyline query algorithm BBS algorithm [24] is not used for query. This 
is due to the fact that when the BBS algorithm is employed, all users must use the R-tree 
[9] index. However, in this step, each user group was randomly chosen, therefore the 
retrieved users cannot possibly exist in the R-tree. Hence it is inconvenient to use the 
BBS algorithm for querying. Of course, the R-tree can first be established for each user 
group prior to query but this method will consume extra time and will slow down the 
algorithm speed and hence it is not considered. Another skyline query algorithm, the SFS 
algorithm [2], is employed here to find the skyline results for each user group. It is the 
fastest way to find the skyline results without using any index structure. Eventually, the 
skyline results of each user group will be fed back to the server. Note that when the sys-
tem decides the n value in step 1, it assumes mn  k. This is because in some special 
cases, if the relationship between A and other users are in correlated distribution, the user 
A might merely find a single skyline user [2, 4, 24]. Meanwhile, if mn is less than k, 
and all mn groups can only find a single skyline user, the skyline results received by the 
server will be less than k; consequently, there is no way to form a depth-k skyline user 
region. Besides, the p range in each user group is recommended to be between [0.01u, 
0.1u]. The actual value should be based on client performance and the size of u. In gen-
eral, a larger p will result in less non-depth-k skyline users in the depth-k skyline user 
region established in this step. However, the time required for skyline query grows ex-
ponentially with the size of the data set [2, 4, 24]. A bigger p implies each client will 
need more query time; hence the speed of the overall algorithm is further reduced. In 
other words, this is a trade-off. The system designer can set a suitable p according to the 
conditions and needs of his own system. Fig. 7 is used to explain this step. In this figure, 
there are three sets of clients and one set of server. It is supposed that user A intends to 
take out the user in Depth-4. Based on target user A, the system will select two user 
groups from each client (the gray points in Fig. 7 (a)). Next, the system will find the sky-
line users for six user groups, as shown in Fig. 7 (b). These skyline users will be trans-
mitted back to the server. 
 

 
(a) Randomly choosing some users in each client. 

Fig. 7. An example of retrieving depth-k-skyline-user-region-related information from clients. 



YI-CHUNG CHEN AND HENG-YI SU 

 

1106

 

                         (a)                           (b) 
Fig. 10. An example of mapping users from original coordinates to featured coordinates; (a) before 

mapping; (b) after mapping. 

 
(b) Finding skyline users in each client. 

Fig. 7. (Cont’d) An example of retrieving depth-k-skyline-user-region-related information from clients. 
 

                   
Fig. 8. An example of constructing the depth-k 

skyline user region from the retrieved 
information. 

Fig. 9. An example of generating training data 
for the neural network. 

 

In step 2 of this part, the server uses the users being fed back from each client to 
obtain target user A’s depth-k skyline user region. It is assumed that the fed back users 
from each client are q in total. The system will perform dominating comparison for each 
user against the other q  1 users in this data set; and will calculate the number of times 
each user was being dominated. The users that were dominated k number of times will be 
retrieved. The range enclosed by the retrieved users in the lower left corner is A’s 
depth-k skyline user region. All users in this region have the potential to become A’s 
depth-k skyline user; and those falling outside this region are unlikely to become A’s 
depth-k skyline users. Fig. 8 is used to explain this procedure; users in this figure are the 
users being fed back by each client in Fig. 7. In Fig. 8, A, B, C, and D are being domi-
nated four times and are specifically picked out. The enclosed lower left corner area is 
A’s depth-k skyline user region. 
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3.2 The Construction of the Distributed Neural Filter 
 
This section describes how to construct the distributed neural filter (i.e., using neu-

ral networks to learn and approximate the target user A’s depth-k skyline user region). 
To attain this target, the following three steps are required; (1) From A’s depth-k skyline 
user region, find out proper training data to train the neural networks; (2) Retrieve the 
characteristic values of these training data; (3) Construct proper neural network archi-
tecture; and conduct training via the usage of the characteristic values of the training data. 
These three steps are described respectively as follows. 

To accelerate the speed of the overall algorithm, step 1 in this part employs the sim-
plest way to generate the neural network training data. It is to say, using a random man-
ner to produce equivalent virtual users in depth-k skyline user region and non-depth-k 
skyline user region. These virtual users are regarded as the input data of the neural net-
work. Furthermore, every one of these virtual users is also given an additional target 
value. This value represents the region that an individual virtual user is located in; and is 
regarded as an output of the neural network. If this value is 1, the user falls in the depth-k 
skyline user region. Conversely, if the value is 1, the user falls in the non-depth-k sky-
line user region. Note that there are two reasons that virtual users (not real users) are 
used here. The first reason owes to the fact that it is quite time-consuming to find a real 
user in the two regions. It is impractical to use such an approach. The second reason is 
because these virtual users are used only to train the neural network and are irrelevant to 
the final results. Hence it is not necessary to use real users. Besides, it must also be noted 
that the number of virtual users generated in these two regions must be equal, so as to 
help the neural network to more accurately approximate the depth-k skyline user region. 
Fig. 9 provides the example in this step. Because E to N fall into the depth-k skyline user 
region, their target values are set to 1. Conversely, the target values of P to Y are set to 
1 

Step 2 of this part is to retrieve the characteristic values of training data. This step is 
expected to significantly improve the problem of insufficient judging accuracy in previ-
ous related neural network papers [5, 13]. Past methods mostly directly input the user 
values to the neural network for training. In this situation, all the depth-k skyline users 
will fall on the edges of the data sets. This is unfavorable to neural network training. As 
shown in Fig. 10 (a), the gray dots are general users; the black dots are depth-k skyline 
users. However, the characteristic value method proposed in this paper will reflect users 
from the original coordinate axes to another coordinate using characteristic values as 
coordinate axes. As shown in Fig. 10 (b), the data sets in Fig. 10 (a) have been reflected 
to the coordinate using minimum and summation as coordinate axes. Through this step, it  

 

Fig. 11. The model of the proposed distributed neural filter. 
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can be observed that the depth-k skyline users originally were scattered at the edges of 
data sets are now concentrated together. In this situation, the range of the depth-k sky- 
line user region will be shrunk and concentrated; and now the neural network more ac-
curately approaches the depth-k skyline user region.  

The characteristic values used in this paper are minimum, summation, and volume. 
All these characteristic values had been proven by Bartolini et al. [2] that they can be 
used to identify whether a data point is a skyline point. It is assumed that a virtual user A 
with coordinate values (a1, a2, ..., ad) is used to train the neural network, where d is the 
dimensional quantity. The equations for these three characteristic values can be written 
respectively as: 

Min(A) = minimum(a1, a2, ..., ad),    (1) 

Sum(A) = 
1

,
d

i
i

a

  (2) 

Vol(A) = 
1

,
d

i
i

a

  (3) 

where Min (A), Sum (A), and Vol (A) represent the minimum, summation, and volume 
of virtual user A. The experimental portion of this paper will explore the characteristic 
value combinations among (Min (A), Sum (A)), (Min (A), Vol (A)), (Sum (A), Vol (A)), 
(Min (A), Sum (A), and Vol (A)); and will derive the combination which can be most 
helpful for the neural network to approach the target depth-k skyline user region.  

Step 3 of this part is to construct a neural network to approximate the depth-k sky-
line user region of the target. The neural network expected to be used in this paper is 
shown in Fig. 11. It contains input layer, hidden layer, and output layer. The node num-
ber of input layer is 2 or 3, which is determined by the input characteristic value. The 
node number of hidden layer is equal to the node number of input layer. For example, if 
the characteristic value entered is (Min (A), Sum (A)), the input layer and the hidden 
layer of the neural network should contain two nodes. The output layer will have only 
one node and is responsible for determining whether the user falls in the approximate 
depth-k skyline user region (between 1 to 1). If the value is closer to 1, it indicates that 
the point has a higher chance of falling to the depth-k skyline user region. If the value is 
closer to 1, it indicates that the point is almost impossible to be in the depth-k skyline 
user region. The Fig. 11 neural network expected network function is shown as follows. 
The first part is the input layer. It is assumed that the input user is the z-th user. The input 
characteristic value is then input(z). Meanwhile, since the input layer does not have any 
action, the output will directly be designated as input: 

(1) ( ) ( ).i iout z input z    (4) 

Additionally, in the hidden layer, the input will go through tangent sigmoid opera-
tion, and is written as: 

(2) 1 (1)

1

( ) ( ) ,
r

i ij j i
j

f z w out z b


     (5) 
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(11) 

(2) (2)
(2)

(2) (2)

exp( ( )) exp( ( ))
( ) ,

exp( ( )) exp( ( ))
i i

i
i i

f z f z
out z

f z f z

 


 
   (6) 

where fi
2(z) indicates the result of the summing the outputs of input layer, w1 is the 

weight value between input layer and hidden layer; b is the bias value; r is the node 
number of input layer; exp() is the exponential function. The equation for the final out-
put layer is 

2 (2)

1

( ) ( ),
s

j j
j

y z w out z


    (7) 

where w2 is the weight value between hidden layer and output layer; s is the node num-
ber of hidden layer. After determining the target neural network architecture, the well- 
known back propagation algorithm [17] is now used to train the neural network. It is 
assumed that the training network required to attain target function is 

Error(w, z) = ½(yd(z)  y(z)) = ½error(z)2,   (8) 

where w can be w1, b, and w2; error(z) is the error value between ideal output yd(z) and 
network output y(z) of user z. 

( 1)
( ) ( 1) ( )

( 1)

Error z
w z w z

w z
  

   
 

   (9) 

Through using error Eqs. (8) and (9), the updated equation for w2 can be derived as fol-
lows: 

2 2
2

( 1)
( ) ( 1) ( ),

( 1)

Error z
w z w z

w z
  

   
 

   (10) 

where  

(2)
2 2

( 1) ( 1) ( 1) ( 1)
( 1) 1 ( 1).

( 1) ( 1)( 1) ( 1)

Error z Error z error z y z
error z out z

error z y zw z w z

       
     
      

 

Hence, 

(2) (2)
2 2

(2) (2)

exp( ( 1)) exp( ( 1))
( ) ( 1) ( ( 1) ).

exp( ( 1)) exp( ( 1))

f z f z
w z w z error z

f z f z


   
   

   
   (12) 

Next, by using error Eqs. (8) and (9), we can obtain the updated equation for b as fol-
lows, 

( 1)
( ) ( 1) ( ),

( 1)

Error z
b z b z

b z
  

   
 

   (13) 

where  
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(14) 

(17) 

(2) (2)

(2) (2)

(2) (2) 2

( 1)( 1) ( 1) ( 1) ( 1) ( 1)

( 1) ( 1) ( 1) ( 1)( 1) ( 1)

4
( 1) 1 ( 1) 1.

(exp( ( 1)) exp( ( 1)))

out zError z Error z error z y z f z

b z error z y z b zout z f z

error z w z
f z f z

          


          

     
   

2

   

Hence, 

2
(2) (2) 2

4
( ) ( 1) ( ( 1) ( 1) ).

(exp( ( 1)) exp( ( 1)))
b z b z error z w z

f z f z
    

   
  (15) 

Finally, according to the error Eqs. (8) and (9), the updated equation for w1, can be de-
rived as follows: 

1 1
1

( 1)
( ) ( 1) ( ),

( 1)

Error z
w z w z

w z
  

   
 

   (16) 

where  

(2) (2)

1 (2) (2) 1

(2) (2) 2

( 1)( 1) ( 1) ( 1) ( 1) ( 1)

( 1) ( 1)( 1) ( 1) ( 1) ( 1)

4
( 1) 1 ( 1) ( 1).

(exp( ( 1)) exp( ( 1)))

out zError z Error z error z y z f z

error z y zw z out z f z w z

error z w z input z
f z f z

          

          

     
   

2

  

Hence, 

1 1

(2) (2) 2

( ) ( 1)

4
( ( 1) ( 1) ( 1)).

(exp( ( 1)) exp( ( 1)))

w z w z

error z w z input z
f z f z



 

   
   

2    (18) 

Through the above three formulas, the target neural network can be trained. 
 
3.3 Finding Possible Depth-k Skyline Users in Clients by Using the Distributed 

Neural Filter 
 
After the construction of the distributed neural filter, step 3 of the algorithm is to 

filter out target user A’s possible depth-k skyline users in each client. The algorithm of 
this part is to mainly input the users’ data of each client one at a time to the neural net-
work; and calculate the possibility of becoming depth-k skyline user for each user via the 
three equations (4) to (6). If characteristic value of a user B is input to the neural network 
and the neural network output is greater than or equal to 0, user B is regarded as a possi-
ble depth-k skyline user; and the data of this user is fed back to the server. Conversely, if 
the output is less than 0, then user B is not a possible depth-k skyline user, and the data 
of this user is not fed back to the server. Note that using this method to check whether a 
user can possibly become a depth-k skyline user is much faster than the traditional 
method of using dominance check [6, 13]. This is because the processing time of neural 
networks will only grow linearly with the amount of data, while the processing time of 
dominate check will grow exponentially with the amount of data. 
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3.4 Finding Target User’s Depth-k Users in the Server 
 
The last step of this algorithm is to find the depth-k skyline users from the possible 

depth-k skyline users fed back by clients using the existing depth-k skyline algorithm and 
sorted-loop-checking algorithm [5]. The algorithm used is divided into two parts. First of 
all, the algorithm will sort all the users that were fed back based on individual user’s 
summation of coordinate values. At this point, since a user with a smaller summation 
will never be dominated by a user with larger summation [2, 5], it is not necessary to 
check the domination of a larger summation user over a smaller summation user. Only 
the domination of a user with a smaller summation user over a user with a larger summa-
tion user has to be checked, hence a large amount of domination checks are eliminated. 
Besides, since smaller summation users might dominate more users, the checks are 
started from smaller summation users. This step also reduces the to-be-checked users 
drastically in the very beginning; and enhances the execution speed of depth-k skyline 
query. 

After the fed back users have completed the sorting, user A with the smallest sum-
mation will conduct domination checks with all the users behind him one by one (as user 
B). After user A has completed all his domination checks, the user with the second 
smallest summation becomes user A and all the remaining users become a user B one at 
a time. Every time during the checking process, between the checking user A and to-be- 
checked user B, one of three relationships must exist. The three relationships and their 
corresponding handling methods are depicted as follows: 

 
 A dominates B and the dominated time of B does not exceed k. In this case, the domi-

nated time of B is added by 1. 
 A dominates B and the dominated time of B exceeds k. In this case, B is eliminated and 

is not considered in future steps. 
 A is incomparable with B. In this case, both the dominated time of A and B should not 

be updated. 
 
Eventually, after the sorted-loop-checking algorithm has checked the largest sum-

mation user, the algorithm stops. Meanwhile, the users that have yet to be eliminated are 
the depth-k skyline users for target use. This completes the algorithm. 

4. SIMULATIONS 

In this section, we present a comprehensive set of computer simulations used to in-
vestigate the performance of the proposed algorithm, employing various combinations of 
features and evaluating their effectiveness. We adopted the Gowalla dataset [21, 26] and 
a synthetic dataset for the experiments. The Gowalla dataset is a benchmark commonly 
used in systems for the recommendation of tourist attractions, containing 196,591 users, 
1,280,969 check-in points, and 6,442,890 check-ins. The preferences reported by each 
user in the Gowalla dataset are evaluate according to the type of check-in points. For 
example, if the check-in times at locations A, B, C, and D are 5, 1, 10, and 4, wherein A 
and D are museums, B is a park, and C is a shopping mall, then we can say the prefer-
ences of this user include knowledge-intensive attractions (5+4)/(5+1+10+4), natural att- 
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ractions 1/(5+1+10+4), and shopping attractions 10/(5+1+10+4). However, the types of 
check-in points (e.g., restaurant, park, shop) are not specified in this dataset; therefore, 
we randomly generated location types. The number of users in the Gowalla dataset is 
generally too small to enable a comparison with actual social networks; we therefore 
employed a synthetic dataset to test the performance of the proposed algorithm in a more 
realistic setting. The proposed dataset includes 5,000,000 users in which the preferences 
of each user are given directly, without further evaluation. Moreover, as the time costs of 
distributed environments can be quite different under different cases, this work only dis-
cusses the sifting rate (i.e., the ratio of data that transfer from the clients to the server) of 
simulations, which is the decisive factor that affect the time costs of simulations. Table 2 
summarizes the parameter settings of this dataset with the default values written in bold-
face. Each performance curve in the figures represents an average of the experimental 
results obtained from 30 datasets generated using the benchmark. All of the experiments 
were performed on an Intel Core I7-4790 CPU at 3.60GHz with 4GB main memory, 
running Microsoft Windows 7. All of the programs were written in MATLAB®. 

 

Table 2. Experimental parameters. 
Parameter Values 

Dimensionality of datasets 2, 3, 4, 5, 6 
Depth, k 3, 5, 8, 10, 15, 20 

Number of users in the Gowalla dataset 196,591 
Number of users in the synthetic dataset 5,000,000 

 

  
(a) Gowalla dataset.                       (b) Synthetic dataset. 

Fig. 12. The number of depth-k skyline users in different datasets with different dimensionality. 
 

4.1 The Numbers of Depth-k Skyline Users Found for Datasets of Various Dimen-
sions and k 
 
The numbers of depth-k skyline users found for datasets of various dimensions (two 

to six) are presented in Fig. 12, where Fig. 12 (a) presents the results of the Gowalla da-
taset and Fig. 12 (b) presents the results of the synthetic dataset. In these two figures, we 
can see that the number of depth-k skyline users in the Gowalla dataset (196,591) is 
much smaller than that of the synthetic dataset (5,000,000). As shown in Figs. 12 (a) and 
(b), the number of depth-k skyline users increases exponentially with the number of di-
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mensions, because the number of skyline points increases exponentially with the number 
of dimensions [2, 24]. 

Fig. 13 presents the number of depth-k skyline users obtained from datasets of var-
ious k (3 to 20), where Fig. 13 (a) presents the results of the Gowalla dataset and Fig. 13 
(b) presents the results of the synthetic dataset. Clearly, the number of depth-k skyline 
users increases linearly with k, due to fact that the number of users in each depth is near-
ly the same. 

 
4.2 Comparisons of Feature Combinations in the Proposed Algorithm With Various 

Dimensions 
 
In the following, we examine the performance of the proposed algorithm with vari-

ous combinations of features under various numbers of dimensions within a distributed 
system of five clients where k is fixed at 3. In the Gowalla dataset, each client stores the 
information related to nearly 39,000 users. In the synthetic dataset, each client stores the 
information of 1,000,000 users. Without a loss of generality, we can assume that the data 
distributions of these objects in all clients are the same. We employed the average sifting 
in Fig. 14, where Fig. 14 (a) presents the results of the Gowalla dataset and Fig. 14 (b)  

 

 
(a) Gowalla dataset.                           (b) Synthetic dataset. 

Fig. 13. The number of depth-k skyline users in different datasets with different k. 
 

 
(a) Gowalla dataset.                        (b) Synthetic dataset. 

Fig. 14. The sifting rates of the proposed algorithm under various data dimensions. 
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presents the results of the synthetic dataset. In most cases, fewer than 60% of the objects 
need to be transferred, which represents a saving of 40%. The only exception is found in 
the dataset with six dimensions, in which the number of depth-k skyline results increases 
exponentially with the number of dimensions. Thus, the number of possible depth-k sky-
line objects and the average sifting rate increase accordingly. In Figs. 14 (a) and (b), we 
can see that using only the combination of minimum and volume (i.e., min_vol) in the 
algorithm results in the lowest sifting rate. This minimizes the number of users that need 
to be examined by the sorted-loop-checking algorithm, thereby enabling the algorithm to 
find all depth-k skyline users with similarities to a specific user in the social network 
more quickly. This can be explained by the fact that projecting users on the axis of min-
imum and the axis of volume enables a greater separation of depth-k skyline users and 
non-depth-k skyline users than could be achieved by projecting users on the axis of 
summation. Thus, the neural network is better able to differentiate between these two 
types of users. The second lowest sifting rate is achieved by using all three features in 
the neural network for the classification of depth-k skyline users and non-depth-k skyline 
users. The fact that this combination is a bit worse than that of the combination minimum 
and volume (i.e., min_vol) can be attributed to two factors. First, feature summation pro-
vides no benefits with regard to the differentiation of users into depth-k skyline users and 
non-depth-k skyline, which has a direct influence on the resulting sifting rate. Second, a 
greater number of inputs in the neural network can reduce performance in the approxi-
mation of regions. Thus, the use of all three features can compromise the performance of 
the neural network, compared to using just two features. The other two combinations 
(min_sum and sum_vol) produce the highest sifting rates, due to the fact that at least one 
useful feature is absent and summation is taken into account. 
 

 
(a) Gowalla dataset.                         (b) Synthetic dataset. 

Fig. 15. The sifting rates of the proposed algorithm under different k. 
 

4.3 Comparisons of the Proposed Algorithm with Various Feature Combinations 
and k Values 
 
The performance of the proposed algorithm was evaluated using various k values in 

a distributed system with five clients, where k was varied between 3 and 20 and the 
number of dimensions was fixed at 4. Fig. 15 (a) presents the results of the Gowalla of 
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the figures, the sifting percentage of all combinations increased only slightly with k. This 
can be explained by the fact that the increase in the number of depth-k skyline users 
(with an increase in k) is far lower than the increase in the total number of users. As a 
result, the proposed algorithm is not required to sift through a larger number of users 
from the social network in order to find all of the depth-k skyline users. Fig. 15 shows 
that the combination min_vol achieves the lowest sifting percentage, due to the fact that 
these features are able to provide a more distinct differentiation between depth-k skyline 
users and non-depth-k skyline users than can be achieved using summation. The other 
combinations are unable to achieve sifting percentages lower than this due to the fact that 
they take the feature ‘summation’ into consideration. 

5. CONCLUSIONS 

This paper introduces a distributed neural filter to facilitate the search for users with 
similarities to a specific user in the social network. This new approach overcomes some 
of the shortcomings of the conventional depth-k skyline algorithm. The contributions of 
this work include the following: (1) We introduce the notion of using a skyline query to 
find friends with similar preferences in social networks; (2) We map the information of 
users within a feature space to facilitate the differentiation of the depth-k skyline users 
from non-depth-k skyline users; (3) We introduce the concept of using neural networks 
to accelerate computation; and (4) We provide a realistic simulation of features suitable 
for the differentiation of depth-k skyline users from non-depth-k skyline users. Our sim-
ulation results verify the effectiveness and efficiency of the proposed approach. In future 
work, we will continue to improve the proposed algorithm by using or developing other 
neural-network-related model, such as fuzzy neural networks or wavelet neural networks. 
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