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Smart city is an urban development vision to integrate multiple information and 

communication technology (ICT) solutions in a secure fashion to manage a city’s assets. 
It includes E-home, E-office, E-health, E-traffic and so on. All of these depend on the 
data collecting from multifarious devices and the following data processing and analyz-
ing. So, communication between various devices (such as smartphone and so on) will be 
very frequent. In such an environment, the trust relationship between devices will be an 
important premise to guarantee an interaction can be carried on successfully. In this paper, 
we propose an attribute-based trust negotiation scheme for communication between de-
vices (D2D communication) in a smart city. In this paper, we modeled the trust negotia-
tion process as a 0/1 knapsack problem. We adopt the secure two-party computation tech- 
nique based on the homomorphic encryption to guarantee its security. The proposed pro-
tocol can make sure that a device satisfies its counterparty’s access policy while disclos-
ing minimal privacy due to the credential disclosing. The theoretical analysis shows that 
our protocol is complete and secure in the semi-honest environment. Furthermore, there 
is no disclosure of credentials before both participants can ensure a success negotiation 
strategy exists. Moreover, devices cannot obtain the policies of their counterparty in the 
negotiation process. Finally, we did some simulations to analyze the computation cost of 
our protocol under different credential scales and resource access thresholds. 

 
Keywords: smart city, trust negotiation, D2D communication, tradeoff between trust and 
privacy, attribute-based 

1. INTRODUCTION 

Nowadays, the city is growing increasingly larger, more complex and more im-
portant with ever increasing speed. The unprecedented growth rate creates an urgency to 
find smart ways to manage the accompanying challenges. One promising way is by using 
technologies to improve the efficiency of services and meet residents’ needs, which will 
produce multiple smart scenarios, such as E-home, E-health and E-traffic. These scenar-
ios will be accompanied by mass information exchange between mobile terminals and 
embedded devices as well as connected sensors. Meanwhile, the communication traffic 
will tend to transform from hop-by-hop to end-to-end. In this situation, the security in 
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communication between devices will be a huge challenge. In such virtual and often 
anonymous interactions, traditional authentication schemes [1, 2] may be insufficient to 
guarantee the security of devices [3], because the involved devices may belong to dif-
ferent organizations, adopt different security architectures and without any interaction 
before. Before using or offering a resource, both parties wish to ensure the counterparty 
is trustworthy currently. In such cases, establishing trust relationship between devices is 
the most essential procedure to ensure an interaction can be carried on successfully.  

Recently, lots of trust evaluation models have been proposed for various networks. 
They are used to evaluate an entity’s trust level to support the evaluator’s decision (such 
as in e-commerce) [4] or give others a recommendation (such as in social network) [5, 6]. 
Automated Trust Negotiation (ATN) [7] offers devices a promising way to improve the 
way to access information. It provides a way to establish trust relationship between two 
strangers, where interactions might happen between them without prior knowledge. Usu-
ally, the negotiation is carried out by digital credentials exchange between the partici-
pants. The credentials are digitally signed assertions generated by a credential issuer 
about certain attribute of the credential owner [8]. Considering the privacy and the risk 
of benefit loss, devices usually assign some access constraints to their own resources.  

In existing ATN approaches [9], there are some problems, such as disclosing the 
possession of credentials or policies before ensuring there is a feasible negotiation strat-
egy. In addition, some studies taking the privacy into account cannot guarantee the dis-
closed privacy is minimal. 

In this work, we propose a bidirectional trust negotiation model for D2D communi-
cations in smart city. It can efficiently determine whether there is a feasible negotiation 
strategy between two entities before they disclose credentials to each other. That is to say, 
our protocol won’t disclose any credential and access policy before both participants can 
ensure the negotiation will be successful. Meanwhile, the proposed protocol also enables 
entities to negotiate successfully with minimal privacy disclosed.  

The rest of this paper is organized as follows. Section 2 outlines the related works, 
followed by the description of a general scenario we considered and related techniques in 
Section 3. In Section 4, we give the proposed protocol in detail. The properties of the 
protocol are given in terms of security and performance in Section 5. Some simulation 
results are provided in Section 6. Finally, Section 7 concludes the paper. 

2. RELATED WORKS 

There have been many researchers engaged in trust topic and proposed lots of ap-
proaches [10-13] for trust negotiation. Some trust negotiation related languages have also 
been developed to express the negotiation policy and credentials [14, 15]. 

Typical solutions for trust negotiation are proposed to trade privacy for trust, such 
as the eager strategy and parsimonious strategy [9]. In eager strategy, an entity discloses 
all the currently unlocked credentials to its counterparty. Its disadvantage is some irrele-
vant credentials may be disclosed unnecessarily. Conversely, the parsimonious strategy 
discloses credentials only after exchanging sufficient policy and finding a satisfied cre-
dential exchange sequence. It may disclose some policies unrelated to the exchange se-
quence.  
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Some approaches were also proposed taking privacy preservation into account. 
Seigneur and Jensen [16] gave an idea to achieve the trade-off between trust and privacy. 
It can ensure minimal trade of privacy for trust where entities use pseudonyms, while 
they didn’t give a specific way to implement it. Seamons et al. [17] gave an overview 
about the privacy vulnerabilities during trust negotiation, such as possession or non- 
possession of a sensitive credential. In general, the privacy information in existing ATN 
works can mainly be divided into two categories  content sensitive and possession sen-
sitive information. Content sensitive information including the attributes and the access 
policies, and the possession sensitive information referring to the information disclosed 
implicitly during the interaction. Bertino et al. proposed an approach that selectively 
disclosed the attributes in a credential to protect its privacy information [15]. A work 
related to ours is [18] which explores an approach to determine the credential set which 
satisfies a certain point based policy with least privacy value [18]. It used a point-based 
access control policy. That is less rigid than a Boolean expression, which is more suita-
ble to the fuzzy identity of the involved device in smart city. While, this work assumes 
all entities reach a consensus on the trust point of a certain credential, which is not realis-
tic for D2D communication in a smart city. 

Except the previous mentioned traditional works, there are also many works emer- 
ging in recent years solving trust negotiation related problems. Zhang et al. proposed an 
XML-based trust negotiation between Web Services [19]. This protocol aims to elimi-
nate the failed trust negotiation caused by the file format interoperability problem, so it 
adds a checking file formats process before the formal negotiation. In order to off-load 
the non-trivial computational and communications costs on servers, Adams et al. pro-
posed a receipt-mode trust negotiation scheme [20]. They mitigate the trust negotiation 
process to delegated receipt-generating helper servers, so that the servers can only in 
charge of the service provision. In [21], authors proposed a trust negotiation protocol 
extending the traditional trust verification method. It can deal with the situation that the 
policy has a complex structure (such as a tree structure) rather than a simple set. Li et al. 
proposed a new security policy negotiation method [22], while it can only support the 
negotiation of the same kind of policy. In [23], the authors proposed a trust negotiation 
scheme which focused mainly on the automatic detection of policy cyclic dependencies 
and the repetitive credential request attacks. There is also some trust negotiation schemes 
proposed for specific scenarios [24, 25].  

Most schemes mentioned above only considered the server-side policy matching, 
where the server’s policies (access constraint) are tested against the client’s credentials. 
Furthermore, they did not mention how to judge whether there is a feasible negotiation 
strategy before credential exchanging. In this paper, we consider policy matching in both 
communicating sides. By alternately repeating the server-side and client-side policy ex-
am, a sequence can be decided if a feasible negotiation strategy exists. It represents the 
constraint of the credential’s trust quantity disclosed each time. Then, we determine the 
final credential exchange sequence with minimal privacy disclosed.  

3. PRELIMINARIES AND A TYPICAL SCENARIO 

Our protocol is based on the secure multi-party computation (SMC) [26] and the 
dynamic programming method for the 0/1 knapsack problem [27]. SMC was introduced 
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first by Yao. It allows two entities with respective private inputs a and b to compute a 
function f(a, b) by engaging in a secure protocol for public function f. The protocol re-
veals no additional information other than the result f(a, b). In this paper, SMC can 
guarantee that the communicating devices only know that whether there is a feasible trust 
negotiation strategy without any additional information. The 0/1 knapsack problem is 
defined as follows: Given items with different integer values and weights, find the most 
valuable set of items that fit in a knapsack with fixed integer capacity. We formalize the 
optimal credential selecting problem as a 0/1 knapsack problem which can be solved by 
the dynamic programming algorithm [27].  

Now we describe a general scenario considered throughout the paper. We assume a 
device A wants to access a resource S owned by device B. B assigns access constraint for 
each resource it owns. Only if A discloses sufficient information (credential) to B, B will 
grant it access to the resource. Meanwhile, A also defines some policies for revealing its 
credentials. It may request B to reveal appropriate information before A reveals infor-
mation according to B’s policy. In the negotiation process, A and B consider their negoti-
ation policies and credentials are private information. They wish to reveal no privacy 
information unless they can ensure the negotiation will be success. Even if there is a 
successful trust negotiation strategy, they want to reveal minimal private information. 

Furthermore, because the devices may belong to different organizations, they may 
have different standpoint to the trust weight of a certain credential or information. We 
should guarantee the negotiation can be success in this case. To our knowledge, this is 
not mentioned in the existing works.  

4. THE ATTRIBUTE-BASED TRUST NEGOTIATION PROTOCOL 

In this section, we first give the overall description of the proposed protocol, and 
then we describe each component of the protocol in detail. 

4.1 Bird’s Eye View of the Negotiation System 

We assume all the devices agree on a set of credential as the universe of credentials 
C = (c1, c2, …, cn). 

The devices adopt a point-based trust management policy like [18]. Specifically, 
each device associates an access threshold point (T) with each resource (e.g. a service or 
a credential). It requires the resource requester disclose at least T points trust (by dis-
closing credentials) to access the corresponding resource. It also defines two scores for 
each credential: trust score (a) and privacy score (p). The trust score reveals the utility of 
the information including in the credential to the negotiation and the privacy score rep-
resents the inverse of the willingness to disclose a credential. 

Each device has a set of credentials which is the subset of C and assigns the three 
parameters (Tci, aci, pci) to credential ci if the device has this credential. We assume there 
is a positive correlation between Tci and aci, that is to say, if Tci > Tcj(ij), then aci > acj, 
and vice versa. This is because, in most cases, the more trust score a credential has, the 
more information it consists, and less willing it has to reveal it. 

In this work, we assume each device i has a public attribute set Attri which can be 
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seen by anyone. Before two devices start the negotiation, both of them need to ensure 
they have a large enough intersection of their public attribute sets, so that they have sim-
ilar viewpoint of the trust score of a certain type of credential. Each device assigns a 
threshold (w) of the attribute intersection’s scale for beginning the negotiation.  

The negotiation model consists of three stages:  
 
Attribute matching  In this phase, two participants will check whether they have suf-
ficient common public attribute, so that they can reach a consensus on the following ne-
gotiation process.  
 
Policy negotiation  In this phase, the requesting device and the resource providing de-
vice repeat the client-side and server-side policy matching alternately. It will terminate 
until they find a feasible negotiation strategy or ensure that there is no successful negoti-
ation between them. If there is a feasible strategy, they will begin the next phase. 
 
Credential determination  This phase will compute an optimal credential disclosing 
sequence, so that minimal amount of sensitive information of both the participants will 
be disclosed. Their policies, meanwhile, can also be satisfied. Then, the resource re-
quester and owner will exchange the credentials according to the calculated strategy to 
complete the negotiation.  

4.2 Attribute Matching 

We assume each device maintains a public attribute set made up of several tags. 
Each tag indicates the attribute of the device in a certain aspect, e.g. the attribute set of 
an undergraduate student’s smartphone may include gender, major, hobby and so on.  

In order to get the similar attribute between a device and its counterparty, there 
should be an authority organization to define a universal set of the attributes. Each de-
vice will publish its public attributes based on the universal attribute set. These attributes 
can be seen by any device. 

If two devices want to carry out a negotiation, they must ensure they have similar 
attitude to the utility of each credential, otherwise, the negotiation will probably fail. To 
this end, they should guarantee there is a large enough intersection of their public attrib-
ute sets. For example, a young male college student may think a credential including the 
counterparty’s DotA (an online game) account can increase its trust level, while a retired 
female factory worker might think it is useless at all. This phenomenon is caused by the 
great difference between the two individuals’ attributes.  

The attribute matching process can be done as follows.  

 

If device A and B want to carry out a negotiation, they should first measure the car-
dinality of their attribute sets’ intersection (denoted as | AttrA ⋂ AttrB|). It can reflect the 
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similarity of their attributes. As mentioned above, device A and B define threshold (wA 
and wB) beforehand to indicate the least amount of the same attribute their counterparty 
should has. If |AttrA ⋂ AttrB| > max{wA, wB}, they will move to the policy negotiation 
phase. Else, it means there are too many differences between their attributes reflecting 
their attitude to the utility of different information. They will terminate the negotiation.  

4.3 Policy Negotiation Protocol 

In this phase, the requesting device and the resource providing device repeat the 
client-side and server-side policy matching alternatively. The aim is to determine the 
response of the client (server) A according to its counterparty’s (B) policy. There are two 
types of response. The first one is fail when A finds there cannot be a successful negotia-
tion between A and B. The second one is a number (i). It represents B must reveal a cre-
dential set which has at least Tci trust scores before A reveals credentials to satisfy B’s 
policy (Tci is the access threshold of A’s credential ci).  

We define the policy owned by a device as a tuple <r, Tr>. It means any device who 
wants to access resource r must reveal credentials with at least Tr trust score. 

Algorithm 1 is the policy matching algorithm to complete the trust negotiation pro-
cess. We assume a requesting device A wants to access a resource r owned by a provid-
ing device B. The output of the algorithm is A’s response to the B’s policy about r. 

 
Algorithm1: Policy matching method in server (client)-side 
Input: B’s policy <r, Tr> for resource r; A’s credential set <c1, ..., cn> ordered by in-
creasing g trust score. 
Output: A’s response. 
1. i = 1; 
2.  sum = 0; 
3.  while (i  n) { 
4.   sum+ = aci; 
5.   if (sum  Tr) 
6.    return i; 
7.   else i++;} 
8. return fail; 
 

In Algorithm 1, the comparison between sum and Tr uses the secure two-party 
computation protocol given in [28], so that both aci and Tr can keep private. Both A and 
B learn nothing in addition to the result of the policy matching. The detail of the secure 
two-party computation to compare two numbers can be seen in [26]. 

Using Algorithm 1, a device can decide the response to its counterparty. The whole 
negotiation phase is made up of several such policy matching processes in both request-
ing device and providing device side alternatively.  

Now, we give the negotiation algorithm based on the policy matching method. It 
shows how two devices find a feasible strategy according their policies and credentials. 

We assume the negotiation is between client device A and resource owner device B 
for accessing resource R. Both A and B maintain a negotiation result sequence <nAi> and 
<nBi>. nAi(nBi) represents the trust score of the credential which is the result of the ith 
server-side (client-side) policy matching separately if the result is not fail. The negotia-
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tion process is shown below. 
 

(1) First, A sends request to B for accessing resource R. 
(2) B puts TR into its negotiation result sequence which indicates A must disclose a cre-

dential set with at least TR trust score to B. Then, B sends a message to A that indi-
cates the start of the server-side policy matching. 

(3) A determines the response to B’s access policy for R using Algorithm 1: 
(a) If the response is fail, the negotiation is terminated; 
(b) If the response is a number representing a credential (ci) of A, add Tci to sequence 

<nAi>. If Tci is zero which indicates A can immediately reveal credentials to satisfy 
B’s policy, A and B move to the credential determination and exchange stage; 

(c) If Tci isn’t zero and it is the smallest item in the sequence, A sends Tci to B. Then 
turn to step (4) to run the client-side policy matching. Else the negotiation is ter-
minated. 

(4) B runs the client-side policy matching using Algorithm 1, the input parameters are Tci 
and B’s ordered credential set with increasing trust score.  
(a) If the result is fail, the negotiation will be terminated; 
(b) If the response is a number representing a credential (ci) of B, add Tci to sequence 

<nBi>. If Tci is zero, a feasible negotiation strategy is found, then both A and B 
move to the next stage. Else, they back to the step 3 to perform server-side policy 
matching with Tci as one of its parameters if it is the smallest item in <nBi>. 

 
According to the negotiation process mentioned above, we have Lemma 1. 

 
Lemma 1: If a device has two credentials C1 and C2 and TC1

 > TC2
, C2 must be earlier 

available than C1, that means if C2 is not available now, C1 must not be available now. 
 
Proof: We will prove its inverse and negative proposition is true. We assume C1 is 
available now, so the entity’s counterparty must have been disclosed some credentials 
which have at least TC1

 trust score. Because TC1
 > TC2

, C2 must be available now. 

4.4 Credential Determination 

After policy negotiation process, the two devices can ensure there must be a feasible 
negotiation strategy between them or not. Now both parties have a decreasing ordered 
negotiation result sequence. In this stage, they will determine the final credentials to ex-
change gradually which can satisfy their policies with minimal amount of privacy dis-
closed. The protocol is shown below. It begins from the party who terminates the policy 
negotiation. We assume A terminates the policy negotiation. 
 
(1) A maintains a binary vector <x1, …, xn> as the unknown variable to be computed, 

where xi equals 1 if credential ci will be disclosed in this round, and 0 otherwise.  
(2) A determines the credential set revealing to B whose trust score should be at least LB 

(the last item in B’s negotiation result sequence <nBi>). Meanwhile, A wishes disclose 
minimal privacy information. So, the question can be formalized as the following 
equation where n is the amount of A’s credential. 
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




 (1) 

Eq. (1) can be rewritten to Eq. (2) by using a new variable yi = 1  xi: 

1

1 1

max

  .

n

i cii

n n

i ci ci Bi i

y p

subject to y a a L



 
 


 

 (2) 

We denote 

1

n

ci Bi
a L


 as T  (marginal threshold), then Eq. (2) can be seen as a 0/1  

knapsack problem and solved by dynamic programming. 
 
(3) In this work, A and B consider aci and LB as private information separately. Both of 

them won’t disclose their own privacy to others, so A adopts the Fingerprint protocol 
proposed in [18] to select the optimal credential combination.  
 
The concrete procedure of the Fingerprint protocol is as follows: 
A and B use the normal dynamic programming to solve the 0/1 knapsack problem 

shown in step 2. One different place is that they compute each entry of the dynamic pro-
gramming matrix (Mij) using homomorphic encryption [29]. Moreover, during this pro-
cess, each credential’s (ci) privacy score pci is converted into another score Pci(Pci=pci2n 

+2i-1). n is the number of A’s credentials. The aim of the conversion is to solve the trace 
back problem in integer linear programming problems. By adopting this conversion, A 
can trace the optimal solution from the final computed value securely and privately. 
More details about the protocol are described in [18]. The result of this step is that A 
learns the optimal selection of credentials to satisfy Eq. (2), because the ith least signifi-
cant bit of MnT ’s binary expression is the value of xi in step 1.  
 
(4) A sends the optimal credentials computed in step (3) to B and deletes these creden-

tials from the candidate credentials in later round to avoid the duplicate selection.  
(5) B checks the validity of the credentials received from A. If they are valid, B updates 

the penultimate item of sequence <nBi> to the result of it minus the last item and de-
letes the last item. Then B begins to compute the optimal credential set whose trust 
score should not be less than LA (the last item in sequence <nAi>). In the meanwhile, 
it will disclose the minimal private information. B adopts the same method as A de-
scribed in step 3 to achieve that end. After B obtaining the optimal credential set, B 
sends the optimal credential set to A. 

(6) A checks the validity of the credentials received from B. If the credentials are valid, A 
updates the penultimate item in sequence <nAi> to the result of it minus the last item 
and deletes the last item. 

(7) If both the sequence <nAi> and <nBi> are empty, the negotiation completes success-
fully, and A is granted the permission to access B’s resource. If not, repeat the above 
steps (2)-(6). 
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5. PROPERTY ANALYSIS 

5.1 Feasibility and Completeness 

In this section, we analyze the feasibility and completeness of our protocol. Feasi-
bility in our work means that the protocol can end in any case, and meanwhile the result 
of the protocol is reasonable. We adopt the definition of a complete negotiation protocol 
mentioned in [30] to measure the completeness. Authors in [30] defined that a complete 
negotiation protocol should be able to find a successful negotiation strategy whenever it 
exists. It can be proved that our protocol has the following properties. 
 
Lemma 2: In the policy negotiation phase, an entity A obtains a negotiation result se-
quence. If the later received item (ni) is equal to or bigger than the former received item 
(nj, i > j), there won’t be a successful strategy. 
 
Proof: Assume the negotiation result sequence of A is <nA1, nA2, …, nAi,…, nAj, …> and 
there has nAj > nAi. The policy negotiation process is shown in Fig. 1. Symbols in the pa-
rentheses represent the credential set which can satisfy the access policy (the symbols be- 
fore the parentheses). Therefore, the credential disclosure sequence of B is <…cre_setBj  

cre_setBj+1, cre_setBj-1  cre_setBj, …, cre_setBi  cre_setBj+1, …, cre_setB1  cre_setB2>, 
and the same is true for A.  

Based on the protocol mentioned in previous section, we know: cre_setBj must be 
disclosed earlier than cre_setBi. If nj > ni, that means cre_setBj’s trust score won’t be less 
than cre_setBi’s, so cre_setBj won’t be earlier available than cre_setBi. 

11( _ )A Bn cre set

11( _ )B An cre set


( _ )

iAi Bn cre set

( _ )
iBi An cre set


( _ )

jAj Bn cre set

( _ )
jBj An cre set

  
Fig. 1. Policy negotiation process between A and B. 

 

It is obvious there is a contradiction, so there won’t be a feasible negotiation. 
 
Lemma 3: The policy negotiation protocol is feasible. 
 
Proof: We consider two conditions in the policy negotiation process. 

If the protocol terminates normally, the negotiation result sequences both parties 
received (<nA1, …, nAi, …> and <nB1, …, nBi, …>) must be in descending order. That 
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means for each i , there have nAi > nA(i+1) and nBi > nB(i+1), so the items in either two se-
quences can be decreased to zero eventually. When an item in either of the two sequenc-
es becomes zero, a feasible negotiation strategy is found and the protocol terminates. 

If either of the negotiation result sequences breaks the descending order feature, 
there has policy conflict and a successful trust negotiation is impossible. At this time, the 
protocol is also end. 
 
Theorem1: Our protocol is a complete protocol. 
 
Proof: Assume there exists a feasible negotiation strategy between A and B and the cre-
dential disclosing begins from A. The final credential disclosure sequences of A and B 
are <crea1, …, crean> and <creb1, …, crebm, resource>. It is obviously that Eq. (3) is true. 

1

max { }
bx

ai

x

cre c
cre cre

i c cre

T p
  

   (3) 

We can see credential set 

1
i

x

a
i

cre

 satisfies B’s access policy for credential set crebx

. 

In our policy negotiation protocol, the ith item in A’s negotiation result sequence is 
the least trust score of the credential set its counterparty should disclose to it in the first 
ki+1 rounds (k is the number of the items in the sequence). In each round of the policy 
matching, our protocol considers all credentials an entity has and gives priority to the 
credential whose access threshold is lower, so we can find the negotiation result se-
quences for A and B (<nA1, …, nAi, …> and <nB1, …, nBi, …>) which can satisfy Eq. (4). 

( 1)
1

( 1)
1

ai

bi

x

cre B n x
i

x

cre A m x
i

p n

p n

 


 






 






 (4) 

Therefore, for any x{1, 2, …, k}, our protocol can find a feasible credential set of 
A (setx) which can satisfy the policy of accessing crebx or resource. Moreover, we can  

ensure ( 1)
1

ai

x

x

B n x cre cre
cre set i

n p p 
 

   . For the same reason, our protocol can find the fea- 

sible credential set of B to satisfy the policy of accessing A’s credentials. 
In conclusion, our protocol can find a feasible negotiation strategy whenever such a 

strategy exists. 
 
Lemma 4: Assume A and B carry out an interaction. If the access threshold of B’s re-
source(R) is increased, A will disclose more credentials. 
 
Proof: We denote TR and T R as the threshold of R before and after increase separately. 
A’s responses to TR and T R are denoted as p and p. We use reduction ad absurdum to 
prove the lemma. Assume if TR < T R, there is p > p. According to policy negotiation pro- 

tocol, there are 

ci cpci cre a a 



aci  TR and
'ci cp

ci cre a a 



aci T R 

'ci cp
ci cre a a 



aci  T R (cre is A’s cre-  
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dential set), so we have 

ci cpci cre a a 



aci  T R. If p > p, we have
ci cpci cre a a 




> aci

ci cpci cre a a  



aci,  

so 

ci c pci cre a a  



aci < T R. Now, there is a contradiction, so the assumption p > p is false.  

 
Theorem 2: If there exist more than one successful trust negotiation strategies between 
two participants, our protocol will find the strategy which discloses the minimal privacy 
information. 
 
Proof: We know 

1
 

n

cii
a L


 (L is the last item in an entity’s updated negotiation result  

sequence) is the capacity of the knapsack in each round of credential determination and 
exchange. The smaller the L, the bigger the capacity of the knapsack, the less the privacy 
information (

1

n

i ii
x p

  in Eq. (1)) disclosed. It is obviously that in the policy negotiation  

phase, each item in the negotiation result sequence is the minimal trust score of the cre-
dentials an entity need from its counterparty, so our protocol discloses the minimal 
amount of privacy information.                                              

 
From the above lemmas and theorems, we know that the proposed protocol is a 

complete negotiation strategy. In addition, our protocol can find the optimal feasible 
strategy which ensures the minimal amount of privacy information will be disclosed. 

5.2 Security 

A protocol is defined as secure if it implements a function f, such that the infor-
mation learned by engaging in the protocol can be learned in an ideal implementation 
where the functionality is provided by a trusted oracle. This definition follows the defini-
tion given by Goldreich [31] for private multi-party computation. We define our security 
model as a semi-honest model. Adversaries are honest but try to compute additional in-
formation other than what can be inferred from their input and output. Let A be one of 
the two participants in our protocol. We use viewA to represent all the information that A 
has during the protocol. The protocol is secure against a semi-honest A, if and only if 
there exists an algorithm that can simulate viewA. We denote AI and AO as A’s input and 
output. If there is an algorithm ALGA such that viewA is indistinguishable from ALGA(AI, 
AO), the protocol is secure. 
 
Theorem 3: The policy matching method (Algorithm 1) is secure in the semi-honest ad- 
versarial model. 
 
Proof: We take the sever-side policy matching as an example. We must show that the 
server’s view and the client’s view are simulatable from their input and output alone. 
The server’s view is the interaction in the secure two-party maximum protocol and the 
client’s response to the server’s policy (fail signal or i mentioned in Algorithm 1). From 
[18]’s Lemma 6 we know server’s output in secure two-party maximum protocol is 
computationally indistinguishable from the real view. The client’s response to the serv-
er’s policy is the output of the server, so it is simulatable. The client’s view includes two 
things: (1) the client’s response to the server’s policy which is just the output information 
and thus is trivially simulatable; (2) the interaction from the secure two-party maximum 
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protocol, which is simulatable according to the Lemma in [18].                    
 
Authors in [18] proves that the privacy two-party maximum protocol is secure in 

the semi-honest adversarial. It also proves the security of the Fingerprint protocol for 
determining the final disclosed credential in the semi-honest adversarial model, so our 
trust negotiation protocol is secure in the semi-honest adversarial model. 

In addition, it is obvious that our protocol will not disclose any unnecessary policies 
in the negotiation process. The policy negotiation process computes the minimal trust 
score of the credential set an entity A should disclose in order to access its counterparty 
B’s resource or credential subset, so A can only know its querying resource’s access pol-
icy or one of B’s credential subset’s access policy without knowing the access policy of a 
specific credential in that credential set. In the credential determination phase, the cre-
dential selection considers the privacy protection, so the final selected credential set’s 
trust score may bigger than the corresponding item in the negotiation result sequence 
obtained in policy negotiation phase. As a result, the access policy of the final selected 
credentials also won’t be disclosed. 

Because the credential determination will be carried out if the policy negotiation is 
success, no credential will be disclosed unless there is a feasible negotiation strategy. 

In Eager Strategy, since the client and the server negotiate by directly disclosing 
credentials no matter whether the negotiation will succeed and the credential is necessary, 
the unnecessary credentials will be disclosed, but there is no unnecessary policies dis-
closed. Parsimonious Strategy is not complete and has the difficulty of deciding when 
the negotiation should fail and stop. 

5.3 Performance 

The efficiency of a negotiation protocol includes two aspects: the computational 
and the communication cost. Below we analyze the performance of the proposed proto-
col in terms of the two aspects. The cost of the attribute matching phase is a constant, so 
we only consider the cost in the policy negotiation and credential determination phases. 
We assume mc and ms are the number of credentials of the client and the server. 
 
Theorem 4: The worst-case computational complexity of our protocol is O(2  max{mc,  

2

1

} max{ , } (max{ , } ))
c sm m

s resource c s ci ci resource
i i

m T m m a a n T


      . Tresource is the access thres-  

hold of the requesting resource. 
 
Proof: The computational complexity includes two parts: the computational cost of the 
policy negotiation protocol and the credential determination protocol. In the policy nego-
tiation phase, the client-side and server-side policy matching will be carried out at most 
2Tresource times. The computational cost of policy matching algorithm is O(max{mc, ms}). 
In credential determination phase, the cost of fingerprint protocol is O(max{mc, ms}

2)T ) 
(T  is the marginal threshold in credential determination phase).  

Because 

1 1

max{ , }
c sm mn

i ci ci resource
i i i

T a a n T
 

     (n is the amount of the execution of  

the Fingerprint protocol and T i is the marginal threshold in the ith execution of the fin-
gerprint protocol), the computational cost of the credential determination is O(max{mc,  
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2

1

} (max{ , } ))
c sm m

s ci ci resource
i i

m a a n T


    . Hence, the overall computational cost is O(2max  
2

1

{ , } max{ , } (max{ , } ))
c sm m

c s resource c s ci ci resource
i i

m m T m m a a n T


      . 

Theorem 5: The worst-case communication complexity of our protocol is O(2Tresource+  

1 1

max{ , } ( 1) )
c sm m

c s resource i i
i i

m m T c s
 

     . ci and si are the number of bits of the client’s and  

the server’s ith credentials separately. 
 
Proof: In the policy negotiation phase, the policy matching algorithm uses the secure 
two-party maximum protocol whose communication complexity is a constant. The policy 
matching algorithm is implemented at most 2Tresource times, so the communication cost 
is O(2Tresource). In the credential determination and exchange phase, the communication 
cost of establishing the dynamic programming table is O(max{mc, ms}Tresource). Once 
the dynamic programming table is established, the server only needs to send the cipher 
text of Mn,T  to the user. The size of Mn,T  is the size of the sum of privacy scores {aci} 
and the expanded n additional binary bits. We assume the privacy scores before expan-
sion are bounded by a constant, so the communication cost is O(n), where n is the num-
ber of the credentials an entity has, so n won’t bigger than max{mc, ms}. The communi- 

cation cost of the credential exchange is 

1 1

( )
c sm m

i i
i i

O c s
 

  . Thus, the overall communica- 

tion cost of our protocol is O(2
1 1

max{ , } ( 1) )
c sm m

resource c s resource i i
i i

T m m T c s
 

      . 

6. SIMULATION RESULTS 

For evaluating the efficiency of our protocol, we implemented it using C++. The 
experiment platform is Windows7 Professional 32bit, Intel(R) Core 2 Duo T5870 2.00 
GHz CPU. We assume there are two devices want to interact with each other. They as-
sign the access threshold to each of their credentials and resource. The time for the cal-
culation in policy negotiation and credential determination phase was measured. Since 
the amount of the credentials and access threshold of the requiring resource affect the 
computational cost, we used different credential scales and access thresholds to test it.  

Fig. 2 shows the computation cost of the policy negotiation protocol. We can see 
that given the resource access threshold, the computation time increases with the increase 
of the number of the credentials. However the average computation complexity is small-
er than the worst-case computation complexity given in previous section. This is because 
in most cases, the policy matching process doesn’t need to run 2Tresource times. 

Fig. 3 shows the computation cost of the credential determination phase. We can see 
that the computation cost increases with the increase of the number of credentials and the 
resource’s access threshold. The average computation cost is also less than the worst- 
case complexity. It is obvious that in the whole negotiation process, credential determi-
nation consumes most of the computation time because of the encryption and the dy-
namic programming table establishing. Therefore, our protocol can save the computation 
time considerably if there is no feasible negotiation strategy between two entities, be-
cause they won’t carry out the following process. We can see that when the credential  
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Fig. 2. Computation cost of the policy negotia-

tion protocol. 
Fig. 3. Computation cost of the credential 

determination protocol. 
 

scale and the resource’s access threshold increase to a certain degree, the computation 
cost of the credential determination process will become pretty high. Therefore, the pro-
tocol is not suitable for an entity with a pretty large amount of credentials. 

7. CONCLUSIONS 

In this paper, we propose a trust negotiation method for devices communication in 
smart city. We aim to find a feasible trust negotiation strategy which can satisfy both the 
evolved devices’ access policy with minimal amount of privacy disclosed. We consider 
the credential disclosure problem as a 0/1 knapsack problem which can be solved by 
dynamic programming. A secure two-party maximum protocol is adopted, so that devic-
es cannot know their counterparties’ policies and other privacy information. Theoretical 
analysis shows our protocol is feasible and complete. In addition, it won’t disclose any 
credentials until two parties can ensure there is a feasible negotiation strategy between 
them. The experiments illustrate that most of the computation cost of our protocol is 
consumed in the credential determination phase. When the credential scale increases to a 
certain degree, the computation cost of the credential determination procedure will be-
come too high. So reducing it is crucial for this approach to be widely used in practical 
situations. It may be usable in such situations that the credential scale is not so large or 
that devices negotiate with servers on behalf of their users when they are off-line. In the 
future, we will improve the protocol to make it suitable for large credential scale. 
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