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Use of statistics and co-variance principles in the domains of soft computing is an 

emerging and intriguing research area. Co-variance based optimization algorithms have 
faster convergence rate and remarkable efficiency as they possess fair information about 
the gradient of objective function. Artificial Bee Colony (ABC) is one of the highly re-
searched and utilized optimization technique, based on the foraging behavior of honey 
bee swarms. In this article, we have proposed a novel ABC based algorithm for multi- 
objective optimization. The proposed Multi-objective Co-variance based ABC (M-CABC), 
is the first algorithm in its class which works on the coalition of statistical co-variance 
and ABC. The performance of the proposed algorithm has been gauged on both uncon-
strained and constrained multi-objective benchmark functions on the basis of error rate, 
generational distance and spacing metrics. The results have shown that M-CABC has 
eminently converged close to optimal pareto front while successfully maintaining high 
diversity in the solutions. The article concludes with the observatory remarks on the per-
formance of M-CABC, which is consistent in solving low as well as high dimension 
multi-objective benchmark problems when it has been compared with other traditionally 
established multi-objective optimization algorithms.    
 
Keywords: meta-heuristics, swarm intelligence, artificial bee colony, C-variance, multi- 
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1. INTRODUCTION 
 

Nature inspired algorithms has gained a tremendous success in solving single objec-
tive optimization problems. This success had provided an impetus for the use of these 
algorithms for Multi-objective optimization as well. In the last decade a large number of 
nature inspired algorithms have been proposed and are being deployed for solving mul-
ti-objective problems not only related to computer science engineering but for ecology, 
biology and medical treatment also [1]. Multi-objective problems are usually accompa-
nied with few constraints over the decision variables. Introduction of the constraints in 
multi-objective optimization, though pulls the problem into more realistic and real-world 
scenario, it however perplexes the problem many-fold. Notwithstanding with assorted 
developments in the field of nature inspired multi-objective optimizers, we still lack uni-
fied algorithms which works well for constrained and un-constrained multi-objective 
problems simultaneously [2, 3]. 

Nature inspired algorithms pertains to a class of algorithms whose search strategies 
model the natural biological evolution trends. This phenomenon includes natural selec-
tion, reproduction, genetic inheritance and the Darwinian strife for survival. These algo-
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rithms act upon a set of candidate solutions in parallel by interpreting the similarities 
among them to change their values. Nature inspired algorithms are robust and most 
comported choice for Multi-objective Optimization (MOO). They are preferred over oth-
er mathematical alternatives because of the following reasons: (i) they never fail even if 
Pareto optimal front is concave or discontinuous; (ii) they result in several trade-off solu-
tions instead of one, that too in every iteration; (iii) they can efficiently deal with the 
constraints over objective function (iv) although gradient information of the objective 
function enormously assist in convergence, nature inspired algorithms do not require this 
gradient information also. 

Though the concern for evolutionary and nature inspired multi-objective optimiza-
tion has been growing day by day but Swarm Intelligence (SI) based algorithms for 
MOO are still attenuated. SI is a sub-class of nature inspired algorithms; it can be suc-
cinctly defined as the combined and cooperative behavior of stochastic, dispersed and 
self-organized swarms. Ant colonies, bird flocks, beehives, fish schools, glowworm lu-
minescence, bats echolocation and self-propelled particle, are some of the well known 
examples existing in the nature which have inherent optimization characteristics. These 
algorithms are inspired by the cooperative and reconciling behaviour of stochastic but 
self-organizing swarms. The three main SI approaches are: Ant Colony Optimization 
(ACO), inspired by ant colony, proposed by Dorigo et al. in [4]; Particle Swarm Optimi-
zation (PSO), inspired by bird flocking, proposed by Kennedy and Eberhart in [5]; Arti-
ficial Bee Colony (ABC), motivated by natural honey bees is proposed by Dervis Kara- 
boga in [6]. 

The Artificial Bee Colony (ABC) algorithm is a stochastic optimization technique 
which is a collective arrangement of three modules namely: employed bee, onlooker bee 
and scout bee. ABC is based on intelligent foraging behaviour of natural honeybee 
swarms. The basic structure of Artificial Bee Colony (ABC) algorithm, is described in 
algorithm 1. The qualitative as well as quantitative assessment of ABC algorithm was 
done by Dervis Karaboga et al. in [7, 8]. The performance was compared against the lat-
est state of the art evolutionary algorithms which include Genetic Programming (GP), 
Evolution Strategy (ES), Evolutionary Programming (EP), Differential Evolution (DE) 
and Particle Swarm Optimization (PSO). From the simulation results it can be ascer-
tained that for benchmark multi-dimensional as well as for benchmark multi-modal nu-
meric problems, the performance of ABC algorithm is fairly better or at least comparable 
to those of the mentioned algorithms with an added advantage of employing fewer con-
trol parameters. It was also concluded that ABC can be efficiently employed to solve 
engineering problems with high dimensionality. 

A good number of ABC variants have also been proposed in the past for solving real 
life multi-objective optimization problems. Khorsandi et al. in [9] and Adaryani et al. in 
[10] have deployed multi-objective ABC algorithm for solving optimal power flow 
problem. Li et al. in [11] have proposed a discrete ABC algorithm for solving multi-ob- 
jective job-shop scheduling problem involving maintenance activities. Yahya et al. in [12] 
have used a multi-objective version of ABC algorithm for layout planning of a construc-
tion land site. Hancer et al. in [13] proposed a multi-objective ABC algorithm for feature 
selection problem which involves two conflicting objectives: Minimizing the number of 
selected features and maximizing the classification accuracy. Basu in [14] has used the 
ABC algorithm for solving multi-area economic dispatch problem with various tie line 
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constraints. Author has also concluded that ABC based approach is more promising than 
other nature inspired algorithms. Naidu et al. in [15] have used a weighted sum ABC 
based multi-objective optimizer for load frequency control in a two point connected 
re-heat thermal power arrangement.  

Though we earlier stated that the use of gradient specific information about objec-
tive function is never required by any evolutionary or swarm intelligence algorithm but 
gradient information when coupled with meta-heuristics always yield fruitful results in 
terms of faster convergence and precise results because gradient information helps us in 
locating minima and maxima efficiently [16]. In the past, co-variance matrices were used 
in the population based approaches to approximate the gradient information [17, 19]. In 
these approaches, new points were generated in the search space in accordance with the 
co-variance matrices and evolutionary operators. 

This manuscript is dedicated to conjoin statistical co-variance principles with Artifi-
cial Bee Colony meta-heuristic to form an ideal multi-objective optimizer which works 
equivalently well for constrained and unconstrained multi-objective problems. In this 
pursuit the rest of the article is organized as follows: firstly we have detailed the funda-
mental aspects of multi-objective optimization and statistical co-variance principles. 
Subsequently we have presented our novel Multi-objective Co-variance guided Artificial 
Bee Colony (M-CABC) algorithm in detail. Then we have discussed three metrics that 
have been extensively used in the MOO literature to assert the performance of any multi- 
objective optimizer. These metrics are error rate, generational distance and spacing. The 
article concludes with results and discussions over the adept performance of M-CABC on 
various constrained and unconstrained benchmark functions. 

 

Algorithm 1: ABC General Scheme 

1: Initialization phase. 
2: Repeat step 2.1 through 2.4 until (termination condition) 
  2.1: Employed bee phase. //search new points in whole search space.     
    2.2: Onlooker bee phase.  //according to the information shared by employed bees,  
                        //exploit food sources containing high nectar amount.     
    2.3: Scout bee phase.  //search new points instead of those which cannot be further evolved. 
    2.4: Memorize the best solution achieved so far. 
3: Return the memorized best solution. 

2. FUNDAMENTALS OF MULTI-OBJECTIVE OPTIMIZATION 

When a problem involves simultaneous optimization of multiple conflicting objec-
tives, it is known as a Multi-Objective Optimization Problem (MOOP) [20, 21]. A 
MOOP can be defined and formulated as follows: Given an n-dimensional vector of de-
cision variables X


={x1, x2,…, xn}, in solution space ξ, we have to ascertain a particular 

vector *,X


or a set of trade-off vectors that minimizes/maximizes a given set of k objec-
tive functions: 

F(X


) = {f1(X


), f2(X


), …, fk(X


)}     
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where fi is ith objective function and fi: n. The solution space ξ is usually restricted 
by constraints bounds on decision variables. These constraints are of the form g(X


)  0 or 

h(X


) = 0. An another function F: X


  Y


 is used to measure the fitness of any specific 
solution by converting it to an objective vector Y


 = {y1, y2, …, yk} in the objective space 

Ψ. The mapping takes place between an n-dimensional solution vector in solution space 
and a k-dimensional objective vector in objective vector space. For multi-criteria decision 
making problems, objectives are generally conflicting with trade-offs among them i.e. 
optimizing a solution with respect to a single objective can result in unacceptable results 
(or depreciated results) with respect to another objectives. As a consequence of this 
characteristic it becomes highly desirable to have multiple trade-off solutions, with re-
spect to multiple conflicting objectives. This gives the power to choose the most suitable 
solution according to the other external conditions.  

2.1 The Pareto Optimality 

The solution of multi-objective optimization problems is contained in a set of trade- 
off solutions which is also known as Pareto optimal set. This set contains all non domi-
nated solutions and it exemplifies the best possible trade-offs among the best solutions of 
various objectives. A feasible solution X


*  ξ can be stated as Pareto optimal if there ex-

ists no other solution X


  ξ which dominates X


* [22]. Any solution S


 = {s1, s2, ..., sn} 
dominates a solution Z


 = {z1, z2, ..., zn}, or S


 has a better non-dominated rank rs, such 

that s zr r  where rz and rs are the rank of solution Z


 and S


 respectively, in a minimiza-
tion context, iff both conditions 1 and 2 are true:  
 

Condition 1: The solution f(S


) is as good as f(Z


) for all objectives: 

j  [1 … k] fj(S


)  fj(Z


)     (1) 

Condition 2: The solution f(S


) is strictly better than f(Z


) for at least one objective: 

j  [1 … k] fj(S


) < fj(Z


)    (2) 

2.2 Evolutionary and Swarm Based Multi-Objective Optimizers 

The two classical, most cited and researched algorithms for multi-objective optimi-
zation are SPEA2 [23] and NSGA-2 [24]. In SPEA-2 the ranking of candidate solutions 
is done on the basis of the number of dominating and dominated solutions. First, it cal-
culates the strength S of every individual based on the number of solutions it dominates 
then it calculates the rawfitness, R, of every individual based on the strength, S, of solu-
tions dominating it. Secondly it uses a density function, D, to maintain the diversity in 
the population. D value of any individual is based on its distance from its kth nearest 
neighbor. The R and D, values finally define the fitness of individual. NSGA-2 by Srini-
vas and Deb ranks an element on the basis of non-dominated sorting and uses a crowding 
distance operator to maintain the diversity in the population. Both SPEA-2 and NSGA-2 
are elitist algorithms. Although these algorithms are computationally expensive, they are 
well tested on numerous multi-objective benchmark problems [25].  

Swarm based multi-objective optimizers have also been proposed in the past. These 
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algorithms are well studied and used in academia as well as in industry. Three of the 
most cited and researched swarm based algorithms are: Multi-objective Artificial Bee 
Colony (MOABC) [26], proposed by Akbari et al. is a multi-objective optimizer 
grounded on the operators of ABC. It uses the concept of pareto dominance to ascertain 
the behavior of employed and onlooker bees dealing with multiple objectives in the 
problems. This algorithm maintains an extraneous archive of non-dominated solution 
vectors and overlay a virtual grid on them to maintain the diversity. The solutions in the 
grids decide the flying trajectories of the bees dynamically. MOABC shows a good com-
bination of exploitation and exploration. It has been thoroughly tested on different 
benchmarks and produced extremely competitive results. 

Robic et al. in [27] proposed an extended version of DE for multi-objective optimi-
zation with three different approaches. They named it Differential Evolution (DE) for 
Multi-objective Optimization (DEMO). In their proposed work they created the candi-
date solution C according to DE operators and binary crossover. The solution C was later 
compared with its parent P. If C dominates P, C replaces P. If P dominates C, C is dis-
carded. Otherwise if both are equal then C is added to the population. Population pool is 
truncated if it exceeds the size. In their second approach, C is compared with its nearest 
neighbour in the population, following the same replacement strategy. In their third ap-
proach C is treated with the nearest neighbor in the decision space, again with the same 
replacement strategy. The authors evaluated the performance of DEMO on various ZDT 
benchmarks and achieved good convergence and diversity values. 

Coello et al. in [28] proposed, Multiple Objective Particle Swarm Optimization 
(MOPSO), a variant of PSO algorithm for multi-objective optimization problems. In this 
variant, the concept of Global Best location was replaced by the group of non-dominated 
leader particles. Leader particles are maintained in an external archive of fixed size, 
which is different from the other particles. In each iteration, the velocity of every particle 
depends on its Particle_Best location and its distance from a dynamically chosen leader. 
The chosen leader is the one which is most distant and diverse in the population hyper- 
cubes. Particle_Best is updated if new location is not dominated by the older one. After 
every iteration, the leaders are also updated with elitism. The results of proposal show 
that MOPSO is one of the best algorithms for multi-objective optimization. 

3. USAGE OF GRADIENT IN DETERMINISTIC OPTIMIZATION 

Deterministic optimization algorithm starts with an initial guess x0 of the decision 
variables and iterates to produce a sequence of improved estimates x1,  x2,…, xk using the 
first order derivatives of the objective function and the search direction p to proceed in a 
promising direction which should yield f(xk) < f(xk − 1) [29]. The deterministic optimiza-
tion functions can have a high convergence rate if we start with right approximations of 
the roots and the objective function is smooth enough [30]. The theme of deterministic 
optimization is showcased in Eq. (4) as Taylor expansion [31]. In this expansion any 
function f is expressed as the sum of infinite series of its derivatives. Here the objective is 
to calculate f(x + p) at a point (x + p) near to x, successively and then reach the root x* 
such that f(x*) = 0. 
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2!( ) ( ) ( ) ( ) ...T Tf x p f x f x p p f x p         (4) 

The roots of any objective function can be approximated using the formula in Eq. (5) 
which is Newton-Raphson Method [32], deduced from Taylor expansion. Here f(xk) is 
the gradient of f(x) at point xk. If we wish to minimize any function, we should make 
f(xk) = 0, so our goal is to find out the root of f(xk). In this case the value of xk+1 can 
be determined according to Eq. (6) and search direction pk of Eq. (4) can be written as 
shown in Eq. (7). 

1

( )
( )

k

kk k

f x
f xx x      (5) 

1

( )
( )

k

kk k

f x
f xx x


     (6) 

2 1
1 ( ) ( )k k k k kp x x f x f x
        (7) 

2f(x) is an approximation of symmetric hessian matrix H [33], which can be com- 

petently written as 

2

, .
i j

f
i j x xH 

  Thus all the deterministic optimization methods expect  

gradient (the first order derivatives) and hessian (the second order derivative) in advance 
to find a new location xk+1 to converge to the local/global optima. 

4. GRADIENT APPROXIMATION IN META-HEURISTICS 

The objective functions of the problems that are solved using meta-heuristic algo-
rithms are hard enough to be differentiated. Hence finding gradient is a tough task. We 
may however use the statistical co-variance principles, as an alternative way, to approx-
imate the gradient or hessian [16, 17]. For an n-dimensional objective function problem, 
a co-variance matrix C of size n × n is an approximation of search direction p, used in Eq. 
(7), in a population of size N. The co-variance matrix for a population of N members, 
each of which is of n dimension, can be formed using the Eq. (8). 

1
, 1 1

( )( )    , [1,..., ]
N

i j ik l jk jN k
C x x x x i j n 

        (8) 

5. THE MULTI-OBJECTIVE CABC (M-CABC) 

Every multi-objective evolutionary algorithm comprises of two fundamental phases, 
one is to find the non-dominated rank of a solution over another and second is to produce 
child population using the parent population. In M-CABC, we have used the basic 
NSGA-2 algorithm [24] for ranking purposes. Once the ranking procedure for any mul-
ti-objective optimizer is determined, the only task that remains is to frame a procedure 
for selecting parents and generating offspring population from selected parent pool. The 
original NSGA-2 algorithm uses tournament selection and genetic operators for parent 
selection and child generation respectively. In our algorithm we have used co-variance 
guided M-CABC operators for selection as well as for the generation of offspring popu-
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lation. Adopting the basic iterative structure of ABC as detailed in Algorithm 1, the M- 
CABC phases are explained in following sub-sections: 

5.1 Initialization Phase 

The algorithm starts with the initialization phase. In this phase the variables are as-
signed their initial values. One important variable is the number of bees acting in the 
system. As described in the traditional ABC algorithm [6], we have kept equal number of 
employed and onlookers bees in our algorithm. From various experiments we have found 
that optimum number of employed or onlooker bees is 5 times the number of dimensions 
n in the problem. A set of bees lesser than 5n bees have poor convergence and more than 
5n bees results in premature convergence with more number of fitness evaluations. 
Hence for an n dimensional problem there occurs 5n employed bees and 5n onlooker 
bees. In the initialization phase 5n employed bees are formed randomly using the Eq. (9). 
ubi and lbi are the respective lower bound and upper bound on ith dimension. The ran-
dom bees are then organized in k Pareto fronts {F1, F2, …,  Fk} using the NSGA-2 algo-
rithm [24] and co-variance matrix C is initialized as identity matrix. 

(0,1) ( ),   [1,..., ]  [1,...,5 ]m
i i i ix lb rand ub lb i n m n           (9) 

5.2 Employed Bee Phase 

The employed bee phase of ABC algorithm stands for exploration of the search 
space. In this phase a new temporary bee t is formed for each mth employed bee xm by 
mutating any dimension d using the Eq. (10). xr is any random neighbor of xm and xbest is 
any bee taken from front F1. z  (0, 1) appears to another control parameter. In the early 
iterations z is kept high so as to have more randomness and to avoid premature conver-
gence whereas in the higher iterations the value of z is kept low for smooth and faster 
convergence. A greedy selection, as described in sub-section 2.1, is applied between x 
and t to form x of next iteration. 

( ) (1 )( )m m m r m best
d d d d d dt x z x x z x x         (10) 

5.3 Onlooker Bee Phase 

Onlooker bee phase represents exploitation of good solutions. In the onlooker bee 
phase of traditional ABC [6], more number of onlooker bees are attracted towards better 
solutions. An analogous strategy is followed in the proposed algorithm. Here we are 
sending more number of onlookers to the better front. To distribute 5n available onlooker 
bees among k fronts {F1, F2, …, Fi,…, Fk}, 5

2i
n   number of onlooker bees are send to ith  

front. If 5n > 2k then remaining bees are again directed from front F1. If 5n < 2k then 
uncovered fronts are ignored. Once the onlooker bees are distributed on the fronts, they 
exploit the fronts using the Eq. (11). Here z is the control parameter as described in the 
employed bee phase. M is the mean solution of front Fi. Bn×n and Dn×n are the eigen de-
composition of co-variance matrix C, which is formed according to Eq. (8), using the 
members of front Fi. rn×1 is any random vector. After the creation of onlooker bees, the 
next step is to create the bee hive according to the Eq. (12). NSGA-2 algorithm [24] is 
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again applied over the hive (now of size 10n) to select best 5n employed bees for the next 
iteration. 

X = M + zBDr   (11) 

hive = {employed bees  onlooker bees}   (12) 

5.4 Scout Bee Phase 

Scout bee phase represents the negative feedback corresponding to the positive 
feedback of onlooker bees. This phase is very simple. Here, the bees whose performance 
is not improving since last 10n iterations are re-initialized using the Eq. (9). The rationale 
behind using 10n is to wait for at least 10 iterations per dimension for a better change. A 
value lesser than 10n prevents faster convergence and a value greater than 10n results 
more number of wasteful, fitness evaluations. 

6. PERFORMANCE METRICS 

The qualitative performance comparison of various evolutionary multi-objective 
algorithms is very difficult and complex. This is primarily because of three reasons: (i) 
we work on many solutions simultaneously, (ii) the evolutionary algorithms are stochas-
tic in nature and many readings are required to conclude any fact about the efficiency of 
the algorithm [34] and (iii) the goal is to optimize various objectives, all together [35] 
possibly under constraints. Irrespective of these difficulties there are some basic issues, 
which may be taken into consideration for measuring the performance of multi-objective 
optimizers. These issues are: 

 
(A) Number of elements in the pareto optimal set. 

The algorithm under examination should results in maximum number of non-dom- 
inated solutions. Error Ratio or ER, proposed by Van in [36] tackles this issue. ER repre-
sents the percentage of the solutions, produced by multi-objective optimizer, which are 
not contained in the actual pareto front. Mathematically, it is described in Eq. (13) for a 
population of size N. ei = 0 if ith candidate solution is present in the actual pareto front 
otherwise ei = 1. The lesser the value of ER, the more ideal will be the optimization algo-
rithm. 

1

n
ii

e

NER     (13) 

(B) The distance between the obtained pareto front and actual pareto front.  
The algorithm should minimize this distance measure. Generational Distance or GD, 

proposed by Van et al. in [37] tackles this issue. Let’s suppose that F is the pareto front 
produced by the algorithm under test then GD represents the proximity level of the F 
with actual pareto front as defined in Eq. (14). M is the number of solutions in F. di is the 
Euclidian distance between ith member of F and its nearest neighbor in actual pareto 
front. GD  0, if the algorithm approximates the actual pareto front i.e. maximum mem- 
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bers of F are contained in actual pareto front. This value thus depicts nearness/faraway 
lineaments of obtained pareto front with respect to actual pareto front. 

2
1
( )

M
ii

d

MGD     (14) 

(C) The distribution of solutions in the obtained pareto front. 
The algorithm should maximize the spread of solutions on the obtained pareto front. 

The Spacing metric (SP) is proposed by Scott in [38] to tackle this issue. It represents the 
spread or distribution of solutions on obtained pareto front. In a D dimensional objective 
space of objective functions {f 1, f 2, …, fD}, dnni, is defined in Eq. (15), is the distance of 
ith solution from its nearest neighbor in the objective space. SP metric for any M mem-
bered front F is defined in Eq. (16) in which dnn is the average of all dnni. SP  0, if all 
the members on pareto front are equidistant. 

[1... ], 1
min { | |}

D k k
i j m j i i jk

dnn f f   
     (15) 

21
1 1

( )
M

iM i
SP dnn dnn 

     (16) 

7. TESTING OF M-CABC ON MULTI-OBJECTIVE BENCHMARKS 

To measure the effectiveness of M-CABC, we have tested it on two sets of bench-
mark functions (i) Unconstrained Benchmark Functions and (ii) Constrained Benchmark 
Functions. ZDT (Zitzler-Deb-Thiele’s) Test Suite [35], containing six functions (ZDT1, 
ZDT2, ZDT3, ZDT4, ZDT5, ZDT6), is used as unconstrained benchmark. These func-
tions are predominately used standard test problems, in evolutionary literature. Because 
of its binary encoding ZDT5 is usually an omitted test case, accordingly we have also 
excluded this function from our analysis. 

Constrained multi-objective problems are much difficult to optimize because con-
straints prevent MOEA to converge towards actual pareto-front and restricts to have a 
discrete valued front. However the real strength of any evolutionary algorithm is justified 
when the algorithm is able to handle multiple constraints effectively. To deal with the 
constraints we have used the approach suggested by Jimenez et al. in [39]. According to 
this approach, in the binary tournament selection we compare the solutions as follows: if 
both the solutions are feasible then we select the non-dominated one; if one is feasible 
and another is infeasible, we select the feasible one; if both the solutions are infeasible, 
we select the one with lower constraint violations. We have used following five con-
straint benchmark functions in our analysis: Binh and Korn function (BINH) proposed by 
Binh et al. in [40], Constr-Ex function (CNSTR) as described in [24], SRN proposed by 
Srinivas et al. in [41], TNK, proposed by Tanaka in [42] and OSY function proposed by 
Osyczka et al. in [43]. 

For a concrete performance analysis, we have compared our results with the results 
of five well established multi-objective optimizers: (i) MOABC [26], (ii) DEMO [27], 
(iii) MOPSO [28], (iv) NSGA-2 [24] and (v) SPEA-2 [23]. Results show that M-CABC 
performs significantly better than, or at least comparable to, these well-established evolu-
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tionary algorithms. Each algorithm is executed five times for every benchmark function 
and the best performance is selected for tabulation. For each of the test, a set of 200 solu-
tions is evolved till 1,000 generations. 

7.1 Results 

The results of M-CABC, which are presented in the current sub-section validate its 
adept performance. Graphs in Figs. 1 and 2, reflect the convergence of M-CABC, MO-
ABC, DEMO, MOPSO, NSGA-2 and SPEA-2, towards the actual pareto optimal front 
on un-constrained and constrained benchmark functions. From these graphs, we have 
following two observations: First, it is clear that all the six algorithms have converged 
towards the true pareto front. However M-CABC is the only one successful to reach the 
vicinity of the actual pareto front. ZDT4 is the only benchmark function for which the 
performance of our algorithm is slightly foiled. Second observation is about the spread of 
solutions to cover the entire pareto optimal front. From the figure it is also clear that 
there is no point on the pareto optimal front which is not addressed by the non-dominated 
solutions of M-CABC algorithm. Table 1 shows the comparison of all six algorithms on 
the basis of ER (error ratio), GD (generational distance) and SP (spacing metrics). The 
ER value is 1.0 every time for all the algorithms. This is because of the real numbered 
decision space. Although the ER value is not 0.0 but all the algorithms possess a very 
less generational distance. 

The proposed algorithm has very less GD values because of the perfect exploitation 
and exploration balance of M-CABC operators. For some of the benchmark functions our 
algorithm has achieved an ace GD, which is of the order of 10−5 or 10−4. For the bench-
mark functions ZDDTx, BINH and SRN, M-CABC has outperformed all the established 
algorithms in terms of both GD and SP metrics. For CNSTR function M-CABC has 
achieved the best GD value only. For TNK and OSY, M-CABC has achieved best SP 
value only. The algorithm has worked very well because it explores (or freely moves in) 
the search space according to two control criteria: (i) distance of the candidate solution 
from any other random candidate solution. This value helps in the global convergence of 
whole population simultaneously as all candidate solutions try to move according to one 
another; (ii) distance of a candidate solution from the best solution seen so far. This pa-
rameter provides a good movement direction to every candidate solution. And when the 
search space is properly explored we quickly converge and reach the locality of optimal 
solutions after proper exploitation.  

For a proper and accurate exploitation, we have used the concepts of statistical co- 
variance between solutions. The co-variance matrices C, B and D aids in faster conver-
gence. The matrix Cd×d for a d dimensional decision space represents an n dimensional 
ellipsoid containing the most promising solutions belonging to the non-dominated front. 
This ellipsoid has a mean M. We have used these concepts (in sub-section 5.3) to form 
onlooker bees for a front around the mean solution M of that front, using the formulae 
Onlooker Bee = M + zBDr. All the values in this equation are fixed accept r which is a 
randomly created vector of size d i.e. r[1…d]: r  (0, 1). The uniformity in the r values 
helps in attaining a front on which the solutions are uniformly distributed. This is the 
reason we get a pareto optimal front with uniformly distributed solutions, which is highly 
desirable in multi-objective optimization. As another positive effect, this has reduced the 
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value of spacing metric also. In all our experiments with M-CABC the value of spacing 
metric is of the order of 10-3 for unconstrained benchmark functions and of the order of 
10-1 at least, for constrained benchmark functions. The spacing metric for all ZDTx, 
BINH, SRN, TNK and OSY is even better than that of NSGA-2, a well known algorithm 
which maintains the diversity in population by its crowding distance operators. These 
results are presented in the Table 1. The quality of the solutions is improved by 50.3% in 
terms of GD and 43.6% in terms of SP over the algorithms which do not use co-variance. 
The proposed algorithm has more time and space complexity as it performs non-dominat- 
ed sorting and co-variance calculations in every iteration. At the time of experiments it 
has also been observed that convergence rate of the algorithms slows down when large 
number of fronts are obtained. This is because of the formation of in-accurate co-vari- 
ance matrices when data size is less. 
 

Table 1. ER, GD and SP metric values of M-CABC, MOABC, MOPSO, DEMO, NSGA- 
2 and SPEA-2 for both constrained and un-constrained benchmark functions. 

Test 
Functions 

Metric 
Algorithms 

M-CABC MOABC DEMO MOPSO NSGA-2 SPEA-2 

ZDT1 
GD10-4 1.97 11.06 30.71 23.74 23.45 46.71 
SP10-3 2.99 4.34 3.28 7.94 4.35 3.75 

ZDT2 
GD10-3 1.08 3.18 5.18 1.59 4.56 3.98 
SP10-3 1.45 3.58 4.50 3.25 4.71 2.86 

ZDT3 
GD10-4 1.49 9.95 16.06 3.84 7.26 30.14 
SP10-3 2.11 5.68 6.66 6.74 2.98 2.99 

ZDT4 
GD10-2 2.84 149.86 108.67 46.27 137.43 212.69 

SP10-3 2.36 10.13 4.08 10.92 10.92 10.13 

ZDT6 
GD10-5 2.53 151.74 115.45 91.11 20.29 62.95 

SP10-3 1.61 2.72 2.53 3.04 2.22 2.14 

BINH 
GD10-1 1.14 2.32 14.35 13.76 13.76 2.23 

SP10-1 3.39 4.46 4.55 3.88 3.88 4.46 

CNSTR 
GD10-4 1.62 2.31 7.62 4.95 5.08 4.67 

SP10-2 2.53 3.75 3.39 2.05 2.10 2.02 

SRN 
GD10-2 1.09 4.09 2.66 3.03 1.66 1.20 

SP10-1 5.34 7.05 9.39 7.57 8.13 5.65 

TNK 
GD10-4 4.51 3.81 4.83 3.55 6.48 6.03 

SP10-3 2.17 4.14 3.41 3.33 2.27 2.14 

OSY 
GD10-1 3.09 1.91 4.83 1.57 1.91 4.80 

SP10-1 3.35 5.28 4.88 7.32 5.28 4.88 

ALL ER 1.00 1.00 1.00 1.00 1.00 1.00 

 

Finally GD and SP metric values for each candidate solution is presented as whisker 
plots in the Fig. 3. This is done to have an in-depth statistical analysis of proposed M- 
CABC algorithm. From these values and statistical analysis, it can be concluded that the 
algorithm has converged fully for all ZDTx functions except ZDT4. A remarkable per-
formance is observed for ZDT2 and ZDT6 functions. The similar is the case with con-
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strained benchmark functions. M-CABC Algorithm converged well for all benchmark 
functions and there occurs a noteworthy performance for CNSTR and TNK functions. 
For spacing metric, little outliers, ≤ 10%, are observed for each benchmark function. 
There encounters a case of SP  0 for rest of the candidate solutions. Specifically, for 
ZDT2, ZDT6, CNSTR and TNK the points on the resulting non-dominated front are well 
distributed. 

 
 

 

   

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 1. Non-dominated solutions obtained with M-CABC, NSGA-2, SPEA-2, MOPSO, MODE and 

MOABC on ZDT1, ZDT2, ZDT3, ZDT4, ZDT6 and BINH benchmark functions. 
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8. CONCLUSION 

In this paper, we have detailed the concepts pertaining to multi-objective optimiza-
tion and pareto-optamility. We also presented a concise survey of evolutionary and 
swarm based multi-objective optimizers. Then, we have introduced a fast and efficient, 
ABC algorithm based multi-objective optimizer which works on the principle of statisti-
cal co-variance. We called this algorithm M-CABC and have described its working in 
detail. M-CABC is later on compared with other well-known multi-objective optimizers 
(MOABC, DEMO, MOPSO, NSGA-2, SPEA-2) on the basis of error ratio, generational 
distance and spacing metric. The simulation result establishes the fact that the demon-
strated approach is extremely competitive and it can be conceived as a viable alternative 
to solve multi-objective optimization problems. The quality of the solutions is improved 
by 50.3% in terms of generational distance and 43.6% in terms of spacing over the algo-
rithms which do not use co-variance. From this quantitative analysis of the results, we 
can state that results seem to be best in the category and place the M-CABC algorithm in 
the list of highly successful algorithms. As a part of future work this algorithm may be 
applied on real world problems and a further performance assessment can be done. 

 
 

 

 

  

 

 

 

 

 

 
 

Fig. 2. Non-dominated solutions obtained with M-CABC, NSGA-2, SPEA-2, MOPSO, MODE and 
MOABC on CNSTR, SRN, TNK and OSY benchmark functions. 
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Fig. 3. Statistical whisker plots of the obtained GD and SP metric values of the whole population of 
candidate solutions for both constrained and un-constrained benchmark functions.  



MULTI-OBJECTIVE OPTIMIZATION USING CO-VARIANCE GUIDED ARTIFICIAL BEE COLONY 367

REFERENCES 

1. C. A. C. Coello and G. B. Lamont, Applications of Multi-Objective Evolutionary 
Algorithms, World Scientific, Vol. 1, 2004.        

2. K. Deb, A. Pratap, and T. Meyarivan, “Constrained test problems for multi-objec- 
tive evolutionary optimization,” Evolutionary Multi-Criterion Optimization, Springer, 
2001, pp. 284-298.    

3. E. Zitzler and L. Thiele, “Multiobjective evolutionary algorithms: a comparative 
case study and the strength pareto approach,” IEEE Transactions on Evolutionary 
Computation, Vol. 3, 1999, pp. 257-271. 

4. M. Dorigo and M. Birattari, “Ant colony optimization,” Encyclopedia of Machine 
Learning, Springer, 2010, pp. 36-39.     

5. J. Kennedy, “Particle swarm optimization,” in Encyclopedia of Machine Learning, 
Springer, 2010, pp. 760-766.   

6. D. Karaboga, “An idea based on honey bee swarm for numerical optimization,” 
Technical Report No. tr06, Computer Engineering Department, Erciyes University, 
2005.   

7. D. Karaboga and B. Basturk, “On the performance of Artificial Bee Colony (ABC) 
algorithm,” Applied Soft Computing, Vol. 8, 2008, pp. 687-697.   

8. D. Karaboga and B. Akay, “A comparative study of artificial bee colony algorithm,” 
Applied Mathematics and Computation, Vol. 214, 2009, pp. 108-132.   

9. A. Khorsandi, S. Hosseinian, and A. Ghazanfari, “Modified artificial bee colony al-
gorithm based on fuzzy multi-objective technique for optimal power flow problem,” 
Electric Power Systems Research, Vol. 95, 2013, pp. 206-213.   

10. M. R. Adaryani and A. Karami, “Artificial bee colony algorithm for solving multi- 
objective optimal power flow problem,” International Journal of Electrical Power & 
Energy Systems, Vol. 53, 2013, pp. 219-230.  

11. J.-Q. Li, Q.-K. Pan, and M. F. Tasgetiren, “A discrete artificial bee colony algorithm 
for the multi-objective flexible job-shop scheduling problem with maintenance activ-
ities,” Applied Mathematical Modelling, Vol. 38, 2014, pp. 1111-1132.   

12. M. Yahya and M. Saka, “Construction site layout planning using multi-objective 
artificial bee colony algorithm with levy flights,” Automation in Construction, Vol. 
38, 2014, pp. 14-29.    

13. E. Hancer, B. Xue, M. Zhang, D. Karaboga, and B. Akay, “A multi-objective artifi-
cial bee colony approach to feature selection using fuzzy mutual information,” in 
Proceedings of IEEE Congress on Evolutionary Computation, 2015, pp. 2420-2427.    

14. M. Basu, “Artificial bee colony optimization for multi-area economic dispatch,” In-
ternational Journal of Electrical Power & Energy Systems, Vol. 49, 2013, pp. 181- 
187.   

15. K. Naidu, H. Mokhlis, and A. Bakar, “Multiobjective optimization using weighted 
sum artificial bee colony algorithm for load frequency control,” International Jour-
nal of Electrical Power & Energy Systems, Vol. 55, 2014, pp. 657-667.     

16. A. Auger and N. Hansen, “Tutorial cma-es: evolution strategies and covariance ma-
trix adaptation,” in GECCO (Companion), 2012, pp. 827-848.   

17. N. Hansen, “The cma evolution strategy: A tutorial,” Vu le, Vol. 29, 2005, pp. 1-39.  



DIVYA KUMAR AND K. K. MISHRA 

 

368

 

18. Y. Wang, H.-X. Li, T. Huang, and L. Li, “Differential evolution based on covariance 
matrix learning and bimodal distribution parameter setting,” Applied Soft Computing, 
Vol. 18, 2014, pp. 232-247.     

19. S. Ghosh, S. Das, S. Roy, S. M. Islam, and P. N. Suganthan, “A differential covari-
ance matrix adaptation evolutionary algorithm for real parameter optimization,” In-
formation Sciences, Vol. 182, 2012, pp. 199-219.   

20. X. Yu and M. Gen, Introduction to Evolutionary Algorithms, Springer, London, 2010.  
21. A. Konak, D. W. Coit, and A. E. Smith, “Multi-objective optimization using genetic 

algorithms: A tutorial,” Reliability Engineering & System Safety, Vol. 91, 2006, pp. 
992-1007.  

22. C. Coello, C. Dhaenens, and L. Jourdan, “Multi-objective combinatorial optimiza-
tion: Problematic and context,” in Advances in Multi-Objective Nature Inspired 
Computing, ser. Studies in Computational Intelligence, C. Coello Coello, C. Dhae-
nens, and L. Jourdan, Eds. Springer Berlin Heidelberg, Vol. 272, 2010, pp. 1-21.  

23. E. Zitzler, M. Laumanns, and L. Thiele, “Spea2: Improving the strength pareto evo-
lutionary algorithm,” in Proceedings of Evolution Methods Design, Optimisation and 
Control With Applications to Industrial Problems, 2001, pp. 95-100. 

24. K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan, “A fast and elitist multiobjective 
genetic algorithm: NSGA-II,” IEEE Transactions on Evolutionary Computation, Vol. 
6, 2002, pp. 182-197.    

25. S. Huband, P. Hingston, L. Barone, and L. While, “A review of multiobjective test 
problems and a scalable test problem toolkit,” IEEE Transactions on Evolutionary 
Computation, Vol. 10, 2006, pp. 477-506.      

26. R. Akbari, R. Hedayatzadeh, K. Ziarati, and B. Hassanizadeh, “A multi-objective 
artificial bee colony algorithm,” Swarm and Evolutionary Computation, Vol. 2, 2012, 
pp. 39-52.     

27. T. Robic and B. Filipic, “Demo: Differential evolution for multiobjective optimiza-
tion,” in Proceedings of International Conference on Evolutionary Multi-Criterion 
Optimization, 2005, pp. 520-533.  

28. C. C. Coello and M. S. Lechuga, “Mopso: A proposal for multiple objective particle 
swarm optimization,” in Proceedings of IEEE Congress on Evolutionary Computa-
tion, Vol. 2, 2002, pp. 1051-1056. 

29. A. Brondsted and R. Rockafellar, “On the subdifferentiability of convex functions,” 
in Proceedings of the American Mathematical Society, Vol. 16, 1965, pp. 605-611. 

30. J. Snyman, Practical Mathematical Optimization: An Introduction to Basic Optimi-
zation Theory and Classical and New Gradient-Based Algorithms, Springer Science 
& Business Media, USA, Vol. 97, 2005. 

31. M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions: with For-
mulas, Graphs, and Mathematical Tables, Courier Corporation, USA, No. 55, 1964. 

32. F. Cajori, “Historical note on the newton-raphson method of approximation,” The 
American Mathematical Monthly, Vol. 18, 1911, pp. 29-32. 

33. G. Jastrebski, D. V. Arnold, et al., “Improving evolution strategies through active 
covariance matrix adaptation,” in Proceedings of IEEE Congress on Evolutionary 
Computation, 2006, pp. 2814-2821. 

34. C. A. C. Coello, “Recent trends in evolutionary multiobjective optimization,” in Evo- 
lutionary Multiobjective Optimization, Springer, 2005, pp. 7-32.   



M

35. E
r

36. D
a

37. D
r

38. J
o

39. F
r
g

40. T
o
n

41. N
i

42. M

f
43. A

m

 
 

MULTI-OBJECTI

E. Zitzler, K. 
rithms: Empir
D. A. Van Ve
alyses, and ne
1999. 
D. A. Van V
research: A hi
J. R. Schott, 
optimization,”
F. Jimenez, A
rithm for con
gress on Evol
T. T. Binh an
optimization p
netic Algorith
N. Srinivas a
in genetic alg
M. Tanaka, H
system for m
ference on Sys
A. Osyczka a
mization prob
10, 1995, pp. 

 

IVE OPTIMIZATIO

Deb, and L. 
rical results,” 
eldhuizen, “M
ew innovation

Veldhuizen an
istory and ana
“Fault toleran
” DTIC Docum

A. F. Gomez-S
nstrained mult
lutionary Com
d U. Korn, “M
problems,” in

hms, Vol. 25, C
and K. Deb, “
orithms,” Evo

H. Watanabe, 
multicriteria op

stems, Man an
and S. Kundu
blems using th
94-99. 

Divy
neering fr
an Assist
pursuing h
K. K. Mi
soft comp

 
 
 

K. K
and Engin
serving as
Visiting P
interests i
and swarm

 

ON USING CO-V

Thiele, “Com
Evolutionary 

Multiobjective
ns,” DTIC Do

d G. B. Lam
alysis,” Citese
nt design usin
ment, Technic

Skarmeta, G. S
ti-objective op

mputation, Vol
Mobes: A mul
n Proceedings
Citeseer, 1997

“Muiltiobjectiv
olutionary Com
Y. Furukawa,
ptimization,” 
nd Cybernetic

u, “A new me
he simple gene

ya Kumar rec
rom MNNIT A
tant Professor
his Ph.D. in S
shra. His rese

puting and alg

K. Mishra rec
neering from 
s an Assistant 
Professor at Un
include autom
m intelligence

VARIANCE GUIDE

mparison of mu
Computation
evolutionary 

ocument, Tech

mont, “Multiob
eer, Technical
ng single and 
cal Report No
Sanchez, and K
ptimization,” 
l. 2, 2002, pp.
ltiobjective ev
s of the 3rd In
7, p. 27. 
ve optimizatio
mputation, Vo
, and T. Tanin
in Proceeding

cs, Vol. 2, 199
ethod to solve
etic algorithm

ceived his M.T
Allahabad, In
r at MNNIT 
Swarm Intellig
earch interests

gorithm design

ceived his Ph.D
MNNIT All

t Professor at 
University of M
mata theory, m
e.   

ED ARTIFICIAL B

ultiobjective e
, Vol. 8, 2000
algorithms: c

hnical Report 

bjective evolu
Report No. 9
multicriteria 

o. ADA296310
K. Deb, “An e
in Proceedin

 1133-1138.
volution strateg
nternational C

on using nond
ol. 2, 1994, pp
no, “Ga-based
gs of IEEE In

95, pp. 1556-1
e generalized 

m,” Structural 

Tech. degree 
ndia. He is cur

Allahabad an
gence under th
s include soft
n and analysis

D. degree in C
lahabad, India
MNNIT Allah

Missouri, St. L
machine learn

BEE COLONY 

evolutionary a
0, pp. 173-195
classifications
No. ADA364

utionary algor
8-03, 1998. 
genetic algor
0, 1995. 
evolutionary a
ngs of IEEE C

gy for constra
Conference on

dominated sor
p. 221-248. 
d decision sup
nternational C
561. 
multicriteria o
Optimization,

in Software E
rrently workin
nd simultaneo
he guidance of
ware engineer
.  

Computer Sci
a. He is curre
habad, India a

Louis. His rese
ning, evolutio

369

algo-
5. 
s, an- 
4478, 

rithm 

rithm 

algo-
Con-

ained 
n Ge-

rting 

pport 
Con-

opti-
, Vol. 

Engi-
ng as 
ously 
f Dr. 

ering, 

ience 
ently 
and a 
earch 
onary 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


