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Tables are usually used to present the main points of a document so that readers can 

quickly understand the content of the document. This study proposed a novel deformable 

convolutional neural network model for table detection to identify and extract tables from 

electronic document images. The model can perform table detection and table structure 

recognition at the same time, and more effectively detect the location of tables and col-

umns. The proposed model is evaluated using Marmot extended dataset and the experi-

mental results show that the table detection cycle is reduced, the computation time is short-

ened, and the overall efficiency is improved. Compared with other studies, the proposed 

model has achieved better table detection results in terms of precision, recall, and F1-score.      

 

Keywords: table detection, table structure recognition, column identification, deformable 

CNN, deep learning 

 

1. INTRODUCTION 
 

In recent years, there has been a dramatic increase in the number of document images 

uploaded by users using cameras or scanners. In such cases, how to quickly obtain the 

information and find out the key content from document images is an important topic [1]. 

The tables in documents usually present important information in a simple, standard, and 

structured way. These tables in document images are usually processed manually to find 

the required information, resulting in a waste of labor cost and processing time. Table de-

tection and recognition is an important step in analyzing and understanding the content of 

the entire document image. Although some table identification methods have been pro-

posed to speed up table detection and table structures recognition, it is still a challenging 

problem due to various layouts and visual appearance of different tables. 

Table detection may also encounter the interference problem of recognizing graphs 

and pictures with small differences [2]. Solving the above problems is an important and 

challenging work, so the main purpose of this work is to propose a new table detection 

framework to improve performance, precision, and recall rate on multiple well-known pub-

lic data sets. 

Before the advent of deep learning and convolutional neural network, most of the 

table detection model was based on heuristics and metadata training. A convolutional neu-

ral network (CNN) is a feed-forward neural network, which is composed of one or more 

convolution layers, pooling layers, and fully connected layers. The convolution layer, pool-

ing layer, and fully connected layer are used to extract feature value in images and classify 
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the features. Yann [3] propose the LeNet-5 model which is a gradient-based learning CNN 

structure called Graph Transformer Networks, which is used to train multi-module systems to 

minimize an overall performance measure. Because CNN has excellent performance on the 

spatial structure, it has become the best way to train a stabilization model and is widely used 

in the fields of textual analysis, image recognition, and natural language processing (NLP). 

The receptive fields of all neurons in a given convolutional layer are the same which 

is problematic for layers located on top of the hierarchy where different objects may appear 

at arbitrary scales along with arbitrary transformations. The deformable convolutional neu-

ral network (Deformable CNN, DCNN) has derived from CNN to break the neuronal lim-

itation. Deformable convolutional layers’ neurons were not limited to a predefined recep-

tive field [4]. Each neuron can alter its receptive fields by adjusting the eigenvalues ac-

cording to its input via generating explicit offsets. This allows the convolutional layers to 

adapt to different scales and transformations by adjusting their receptive fields. Since ta-

bles can be presented at random scales with any transformation (orientation, position, size, 

etc.), the deformable convolution operations are particularly useful for table detection tasks. 

In this study, we propose TD-DCNN a deformable convolutional neural network 

model for detecting tables in document images. TD-DCNN can automatically extract table 

features from document images, which eliminates the limitation of the general applicability 

of heuristic learning methods [5]. By replacing the traditional convolutional neural net-

work with a deformable convolutional neural network (D-CNN), TD-DCNN identifies the 

location and size of tables from document images with more accurate results. In terms of 

performance improvement, this work designs the task flow by finding the operational re-

lationship between table detection and column recognition to simplify the execution of the 

entire system. 

2. RELATED WORK 

Work in a number of fields has made its mark on our research. Our approach has 

drawn upon several ideas from data-driven models and deep learning techniques. 

Silva et al. [6] proposed a data-driven model based on hidden Markov models (HMMs) 

to improve table recognition accuracy. Their approach establishes joint probability func-

tions by using a sequential interpretation of the visual page elements with the rows in the 

hidden layer to locate tables. Kasar et al. [7] proposed a method to detect table regions in 

document images by identifying line separators and properties of columns and rows. Alt-

hough it does not use heuristic rules or pre-defined parameters, it needs to rely on clear 

table borders. They used an SVM classifier to verify features by grouping intersecting hor-

izontal and vertical lines. Tran et al. [8] proposed a method based on regions of interest 

and the spatial arrangement of extracted text blocks. The proposed method is applied to 

the ICDAR 2013 data set [9] to detect tables from document images.  

There are many limitations in those table detection methods, including the inability 

to identify incomplete and compact tables by detecting horizontal or vertical lines. During 

the feature identification period, its performance cannot be effectively improved because 

it relies heavily on labor costs. 

Hao et al. proposed the first table recognition framework based on deep learning [10], 

and its input is limited to PDF files. This framework uses heuristic rules that define features 

and the unit data of the PDF documents for training. Some predefined set of rules are used 
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to calculate region proposals passed to CNN to check whether the region proposals belong 

to the table region of the document. 

DeepDeSRT [11] uses deep learning for table detection and table structure recogni-

tion to identify rows, columns, and cell positions in the detected tables. By improving the 

pre-training model of Faster R-CNN [12], and enhancing the FCN semantic segmentation 

model pre-trained on Pascal VOC 2011 [13, 14], the transfer learning function is performed 

to find out the position of each table rows, columns, and sub-tables. 

Kavasidis et al. [5] propose a system that generates saliency maps using Fully-Con-

volutional Networks (FCN) [13] and use Conditional-Random Fields on top of it to apply 

additional constraints on the generated masks. They also train C binary classifiers (where 

C is the number of classes) to supplement the performance of the saliency network. They 

used dilated convolutions proposed by Yu and Koltun [15] to increase the effective recep-

tive field of the layers without any loss of resolution. The method was trained using a 

semantic database of 50442 images created by a web crawler.  

Siddiqui et al. [16] proposed a deep deformable CNN model for table detection. It 

uses deviation values to adapt its receptive field according to its input and expands cover-

age area when encountering tabular data to improve the accuracy and performance of table 

detection. They evaluated the model on the publicly available datasets of ICDAR-2013, 

ICDAR-2017 POD, UNLV, and Mormont to show that their approach can effectively im-

prove the operating efficiency of the model. 

Paliwal et al. [17] demonstrated a end-to-end deep learning model − TableNet which 

was based on pre-trained VGG-19, to detect tabular regions and column masks. They com-

bine the two tasks into one model by using similar content in the first half of the two models 

and adding dropout to strengthen the stability of the eigenvalues of different studies. The 

proposed method has been verified on the ICDAR-2013 data set, showing that it can ef-

fectively improve the operating efficiency and optimize the operating volume of the model. 

Furthermore, ROI-pooling is a core component for all region-based detection methods [12, 

18]. The pooling layer converts feature maps of arbitrary size to a fixed volume to be fed 

to the final classification. However, it has fixed-receptive field problems similar to the one 

in a conventional CNN. Table 1 compares our model with the above-mentioned work, 

except DeCNT, other models use traditional convolutional neuron network for detecting 

tables. DeCNT, however, cannot detect table columns or more complex structures due to 

the restriction caused by the type of input. 
 

Table 1. Comparison of work on table detection.  

Model CNN type Dropout 

Our model Deformable Two 

DeepDeSRT [11] Traditional  None 

DeCNT [16] Deformable None 

TableNet [17] Traditional  Two 

3. PROPOSED METHODOLOGIES 

Table detection using deep learning and convolutional neural networks requires com-

plex steps to train from the beginning This study simplifies the steps to propose a novel 
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table detection and column identification model. The deformable convolutional neural net-

work can provide better feature value extraction and detect tables of arbitrary layouts that 

exist in various place in the document. Therefore, we use deformable convolutions to de-

sign the table detection model named TD-DCNN. Fig. 1 shows the structural model of TD-

DCNN which uses Deformable CNN to extract the table features in the input file. To avoid 

the problem of overfitting, dropout is used to normalize the feature value to prevent the 

extracted features from affecting each other. Table Detection uses fractionally stridden 

convolutions to yield the mask for table regions. The branch of table column identification 

is performed at the same time as the table detection which performs another convolution 

and dropout to extract column structure features. It adds a deformable convolution layer to 

extract column structural features inside the table. Structure Recognition uses fractionally 

stridden convolutions to yield the mask for column regions. Finally, the recognition results 

are generated using deconvolution. 

 
Fig. 1. Structural model of TD-DCNN. 

 

Fig. 2 shows the details of each stage. In stage (a), we change traditional convolutional 

layers and traditional pooling layers in the VGG-19 neural network model to a deformable 

structure. The 33 feature extraction matrix is used to set the offset-channel and generate 

9 feature values. The feature values are added to the original convolution parameters to 

obtain the new convolution layer parameters. The pooling layer also uses the feature map 

according to the originally RoI-pooling ratio to obtain new parameters. 

In Stage (b), the fully connected layers of VGG-19 are replaced with an 88 convo-

lution layer (Conv6). The convolution layer uses a dropout layer with dropout = 0.8 to 

prevent the model from overfitting. After that, the model will be divided into two branches: 

the table detection and the column identification. 

Stage (c) performs table detection. Before performing deconvolution to output the 

picture, a 11 convolution layer named Conv7_table_conv is used to extract the feature to 

optimize table results. The output of the Conv7_table_conv convolution layer is also up-

scaled using fractionally stridden convolutions and is appended with the Conv4 pooling 

layer. Similarly, the Conv3 pooling is appended to the up-scaled output from the previous 

layer. Finally, the final feature map is upscaled to meet the original image dimensions, and 

the mask and score of the table are generated as the table detection results. 

Stage (d) performs columns identification. There is an additional convolution layer 

named Conv7_column_conv with a deformable convolution function and a dropout layer 
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with the ame dropout probability to extract the feature in the deeper layer. The feature 

maps are up-scaled using fractionally stridden convolutions after an 88 convolution 

(Conv8_column_conv) layer. The up-scaled feature maps are combined with the Conv4 

pooling layer and the combined feature map is up-scaled and combined with the Conv3 

pooling layer of the same dimension. After this layer, the feature map is up-scaled to the 

original image and then complete the mask and score of the column detection. 

 

Fig. 2. Detail stages of TD-DCNN. 

 

Deformable convolution can shorten the operating time of the convolutional layer and 

increase the range of feature value extraction. The input of this model is an image, so only 

documents with tables need to be scanned into image files to meet the demand of general 

utilization. Since word detection and extraction will produce some noise, another dropout 

was added to randomly discard certain types of data to reduce the amount of noise. How-

ever, this may cause the loss of important feature values. By supplementing the features of 

the upper convolutional layer, the feature values can be retained as much as possible. 

The data set used for table recognition in the current research field is the ICDAR 

competition data set. To train the TD-DCNN model, we used the Marmot extended dataset 

which was collated and constructed from the ICDAR 2013 dataset by Paliwal et al. [18]. 
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The Marmot dataset consists of two parts, Chinese and English. The Chinese texts are from 

more than 120 e-books in different disciplines, and the English texts are from the scientific 

and technical academic papers on the Citeseer website. There are 1016 documents con-

taining tables, including Chinese and English documents. Most Chinese documents have a 

single-column layout, while English documents have a mixture of single-column and dou-

ble-column layouts. In addition to image files, Marmot also stores a tree structure of all 

document content layouts, with internal nodes including lines, paragraphs, tables, etc. in 

the text. 

To provide basic semantic information to the model, tesseract OCR is used to color-

code the text of the article image. Each type will use a different color as an annotation and 

color the boundary of a word to convey semantic and spatial information to the neural 

network. Shadows will be added to two similar categories to enhance the discrimination 

and facilitate the elimination of false detections.  

4. EXPERIMENTAL RESULTS 

This section describes the experiments evaluated on the Marmot dataset [18] for ta-

ble and column detection. Python, TensorFlow, and Anaconda are used to develop, manage 

and deploy programs of TD-DCNN. The hardware used for the experiment is a 2.3GHz, 

8-core Intel Core i9 processor, 16 GB 2667 MHz DDR4 memory, and AMD Radeon Pro 

5500M 4 GB graphics card. 

 

Table 2. Results for table detection. 

Model Recall Precision F1-score Time Epochs 

TD-DCNN 0.973 0.967 0.969 477 sec 1500 

TableNet [17] 0.969 0.967 0.968 491 sec 3000 

DeepDeSRT [11] 0.962 0.974 0.967 N/A*1 30000 

DeCNT[16] 0.946 0.849 0.895 N/A*2 N/A*2 
*1 DeepDeSRT does not mention the time required for the operation.          (N/A means Not Applicable) 
*2 DeCNT does not mention the cycle and time required for the operation. 

 

The model performance is evaluated based on the recall, precision, and F1-score. The 

experimental results are computed and compiled in Table 2. Compared with TableNet, 

DeepDeSRT, and Tran et al., TD-DCNN has better results with recall = 0.973, precision 

= 0.967, and F1-score = 0.969. Furthermore, TD-DCNN only needs 1500 iterations to sur-

pass the results of 30,000 iterations of DeepDeSRT and 3000 iterations of TableNet, indi-

cating that the process proposed in this study has improved operating performance. Be-

cause DeepDeSRT was built with two different models, it needs to run another 3000 iter-

ations. TableNet and TD-DCNN are both built-in integrated design models, so there is no 

need to train again.  

Table 3 shows the table columns identification results. TableNet can handle the 

scope issues, but the feature noise increases and the precision decreases. DeepDeSRT has 

a good precision value, but its recall rate is lower than other methods due to the limitation 

of detection scope. The design of DeCNT is mainly to change the convolution model struc-

ture in object identification to a deformable structure, but due to the lack of available data 
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(a) 

Fig. 3. The image of Marmot extended data; (a) Raw document image; (b) Table mask; (c) Column 

mask. 
 

 

 

(b) 

 

 

 

 

 

 

(c) 

sets at that time, it cannot effectively identify the complex and variable structures and col-

umns in the table. Finally, TD-DCNN uses deformable convolution to increase the range 

as much as possible to maintain the cleanliness of feature values and improve the perfor-

mance of the system. 

 

Table 3. Results for table columns identification. 

Model Recall Precision F1-score Epochs 

TD-DCNN 0.9343 0.9095 0.922 1500 

TableNet 0.9250 0.9055 0.916 3000 

DeepDeSRT 0.8736 0.9593 0.914 3000 

DeCNT N/A* 
* DeCNT cannot perform table structure recognition. 

 

Fig. 3 shows an image of the Marmot extended data set. Fig. 3 (a) is a raw document 

image with three tables, Figs. 3 (b) and (c) are the table mask and the column mask of Fig. 

3 (a), respectively. Fig. 4 is the output generated by TableNet, and Fig. 5 is the output 

generated by TD-DCNN. From the output results of the two research experiments, Figs. 5 

(a) and (b) show that the content near the boundary in the table is noisy due to the detection 

bias of deformable convolution. In column identification, category segmentation has many 

inaccurate problems. In TableNet, Fig. 4 (b) shows a blocky picture, which makes the val-

ues of false-positive rise sharply and the precision rate becomes worse. Fig. 5 (b) shows 

that despite the noise, TD-DCNN has generated a separate block structure. 
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(a)                       (b) 

Fig. 4. TableNet output; (a) Table mask; (b) Column mask. 

 

   
(a)                        (b) 

Fig. 5. TD-DCNN output; (a) Table mask; (b) Column mask. 

 

In terms of performance optimization, as the number of training iterations reduces, 

the execution time is improved. Compare this study with TableNet, the image processing 

speed of TableNet is 0.993 sec/image, while the TD-DCNN model can be increased to 

0.978 sec/image due to the deformable convolution method. As shown in Fig. 6, the per-

formance of the TD-DCNN model is better than TableNet. 

This study uses deformable convolutional neural networks to transform the feature 

value extraction into conditional changes. When processing the table, the recognition area 

will be enlarged to shorten the execution cycle and time. At the same time, when it is not 

a table, the recognition range is narrowed to perform detailed feature extraction to reduce 

the chance of missing features and improve accuracy. Finally, the previous feature values 

are added to the reverse convolution to avoid distortion caused by excessive expansion.  

In terms of performance evaluation, the TD-DCNN proposed in this study proposes 

an integrated model that can perform two tasks concurrently by analyzing whether there is 

a correlation between table position and column structure. Compared with the DeepDeSRT 

design that performs two tasks separately, the number of iterations and execution time can 

be effectively reduced. Compared with the feature extraction limitation caused by the use 

of traditional convolution in TableNet, which affects the detection accuracy and requires a 

lot of execution time, the deformable convolutional neural network used by TD-DCNN 

reduce the number of extraction times by enlarging the recognition area when encountering 

a table, reducing the execution time, and narrowing down non-tabular areas to provide 

better feature extraction, which can further improve table and column detection accuracy. 
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(a) TableNet 

 
(b) TD-DCNN 

Fig. 6. Running time comparison.  

5. CONCLUSIONS 

This study proposes a deep learning model named TD-DCNN to identify the table 

position and table column of the image files. Existing approaches take table detection and 

structure recognition as two separate problems to be solved independently. TD-DCNN is 

a model that handles these two tasks at the same time by utilizing the inherent interdepend-

ence between table detection and table column identification. TD-DCNN adds deformable 

convolution to increase the table detection range and keep the feature stable during the 

detection process. 

This study compared TD-DCNN with the methods proposed by TableNet, DeepDe-

SRT, DeCNT, and Tran et al. The experimental results show that TD-DCNN uses deform-

able convolution to improve the accuracy of table detection and table column identification, 

effectively reduce the calculation cycle required for detection, and improve the overall 

efficiency.  

Although TD-DCNN has superior results compared with several modern research 

models, this work only uses the Marmot extension dataset for evaluation. Tables come in 

many forms and we cannot guarantee that all table detections for documents will work 

correctly. In the future, we plan to propose a third branch to train TD-DCNN to recognize 

the information in the table. To address the research limitation, it may be useful to use 

more complex tables and forms, such as merged cells, grids, background colors, document 

clarity, etc. to obtain better model performance. 
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