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Nowadays, analyzing social networks is one of interesting research issues. Each 

network could be modeled by a graph structure. Clustering the vertices of this graph is a 
proper method to analyze the network. However, huge amount of changes in the graph 
structure as a result of social network interactions implies the need of an efficient cluster-
ing algorithm to process the stream of updates in a real-time manner. 

In this paper, we propose a novel algorithm for dynamic networks clustering based 
on the stream model. In our proposed algorithm, called Priority-based Clustering of 
Weighted Graph Streams (PCWGS), we provide a measure based on the importance of 
the frequency of recent interactions in the network to have more acceptable clusters. In 
PCWGS algorithm, a timestamp coupled with the weighted mean of the number of inter-
actions of the network vertices are used to account edge weights. It is worth noting that, 
we present a data structure, which can keep useful information about the current state of 
the edges in the network based on update times and their weights while minimizing the 
required memory space in our proposed algorithm. Our simulations on real data sets re-
veal that PCWGS algorithm yields clustering with high quality and performance com-
pared to previous state-of-the-art evolution-aware clustering algorithms. 
 
Keywords: graph clustering, graph mining, node clustering, graph stream, social network 
 
 

1. INTRODUCTION 
 

Graphs or networks are one of the most powerful models to represent a set of enti-
ties and links between them with wide applications such as social networks, citations in 
scientific papers, network of the World Wide Web, and hyperlink analysis in web pages. 
Many algorithms are designed to analyze and extract information from these graphs [24]. 
Graph clustering is the process of dividing vertices of a graph into subsets, in each of 
which, vertices are related to each other by a similarity measure. 

In online systems, most of the computer programs deal with massive data sets such 
as those found in online traffic monitoring, finding user forums in real time, automatic 
transaction monitoring of ATMs. These networks rapidly change over time, and the huge 
continuous streams of data they produce, need to be handled by efficient algorithms. The 
stream model, which is capable of handling such data sets, is usually used for algorithms 
that process the data in one or few passes under the restriction of limited memory [11]. 

The term “graph stream” usually presents itself in two models. In the first one, 
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graph stream stands for a sequence of graphs and the purpose of clustering is to find 
groups of similar graphs, while in the second one, the sequence of atomic graph which 
changes over time is considered as graph stream. These atomic changes can be insertions 
or deletions of edges/vertices of the graph and the clustering aims to find groups of verti-
ces by their structural similarity in real time or to discover stable clusters over time in 
evolving graphs. In this paper we examine the second model of graph streams.  

 
1.1 The Problem Description 
 

We Similar to the problem introduced in [28], are interested in clustering the verti-
ces of a graph based on edge weights with respect to some constraints. Given an undi-
rected weighted graph G = (V, E), where V is the set of vertices and E is the set of edges 
{u, v, w} where u, v  V and w is the associated weight. We partition the vertices of the 
graph G into clusters P = {C1, C2, …, Ck} in such a way that the total weight of inter-
cluster edges (cut size) is minimized, and each cluster has at most L vertices. We assume 
L is fixed and Ci  Cj = . More formally, 

Cut(P) = Min({wi,j | e = (Ci, Cj, wi,j)E, 1  i  k})     (1) 

We consider a dynamic and online version of this problem in the stream scenario, 
thus according to graph data stream model, queries include insertions and deletions of 
edges and vertices over time. We suppose Gt is the update of graph G and Pt = {C1, 
C2, …, Ck} is the set of clusters Gt is decomposed to at time t. The algorithm will incre-
mentally update the clusters over time. 

Due to massive scale of graph’s input and memory limitation in stream scenario, 
different approaches have been devised, including random sampling [23], sliding window 
[7], graph sketches [3], etc. In our algorithm, we use a new technique to focus on recent 
changes and limit input data for processing. With these assumptions we must represent 
an online and incremental algorithm to cluster dynamic graphs in sliding window model 
with many changes in a short period of time. Previous offline graph clustering approach-
es such as [14] cannot capture cluster evolution and are not incremental. It is worth not-
ing that these algorithms ignore the number of interactions that occur between a pair of 
vertices over time. 

In this paper, we propose a new algorithm called Priority-based Clustering of Weigh- 
ted Graph Stream (PCWGS). We consider each connected component as a cluster with 
respect to a constraint L for each component. To keep recent edges and strong interac-
tions, we employ a measure, based on the time-stamp of an edge and the mean value of 
the number of interactions that occur between vertices of this edge in time-stamps, as the 
edge weight. When two clusters are merged or splitted, we are interested in stronger and 
more recent edges than weaker and older ones. With the purpose of having efficient pro-
cessing, in our method vertices will not be allowed to move between clusters. In addition, 
edges will be cut in case of constraint violation if they have the minimum weight. 
 
1.2 Motivation 

 
The majority of available methods for the stream model are for un-weighted graphs 

or they ignore the importance and frequency of strong and stable interactions over time. 
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The evolution-aware clustering algorithm [28] uses only the timestamp parameter as the 
edge weight to study the process of graph clusters’ evolution. Introducing a new method 
to cover both weighted and un-weighted graphs is one of our main goals considering the 
features of stream model. Working on new data structures to improve the performance of 
graph structure storage and considering history of edges is the next goal. 

 

Table 1. Assigned weight and number of interactions at each time-stamp. 
Time-stamp t1 t2 t3 … tn 

Weight Cn 2Cn 3Cn … nCn 
Number of interactions in each timestamp 1 2 3 … n 

 

Example 1: Suppose vertices A and B have consecutive interactions with each other in n 
timestamps, and at the (n+1)th timestamp the interaction is interrupted. In the meantime 
another interaction takes place between two other vertices C and D which had a weak 
interaction in the previous n timestamps. According to the restriction of maximum num-
ber of vertices in each cluster and based on the EAC algorithm, in case of edge deletion, 
the older edge (AB) should be deleted, in spite of the fact that this edge had a good histo-
ry over time and there is a chance of repetition of this interaction in the future. Thus in 
this way the importance of the frequency of interactions over time (edges weight) is ne-
glected. In order to further clarify the difference between EAC and PCWGS algorithms, 
we present another scenario.  

Suppose the edges are formed in 3 timestamps. In Fig. 1, the edges are colored blue, 
orange, and green in the first, second and third timestamps, respectively. Edge weight 
represents the number of interactions between two vertices that occurred in each 
timestamps. If we consider the maximum number of vertices to be 5, in the second 
timestamp, the graph would have two separate clusters which are shown by the two 
clouds. However, in the third timestamp some interactions happen between the two clus-
ters, based on their weights, which result in merging of the clusters. According to the 
constraint of maximum number of vertices in each cluster some edges must be deleted. 
As a result, a clustering based on the EAC algorithm yields three clusters i.e., {A, C, D, G, 
E}, {F} and {B}, which has overlooked the strong interactions in the three time-stamps 
and only considers the differences in the third timestamp. On the other hand, clustering 
based on the proposed PCWGS algorithm yields two clusters of {A, B} and {C, D, F, E, 
G} which preserves the differences in the third timestamp as well as the weight and in-
teractions’ repetition over the three timestamps these results are showing in Fig. 2.    
 

 
Fig. 1. The case of clustering graph vertices according to maximum size of clusters and edge 

weights in different time-stamps. 
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                                 (a) EAC                                                (b) POWGS 

Fig. 2. The case of merging and splitting clusters according to maximum size of clusters and edge 
weights in different time-stamps with different algorithms; (a) Using the EAC algorithm and 
(b) using the PCWGS algorithm. 

 

1.3 Our Contributions 
 
Our main contribution in this paper is as follows: 

 
 Considering number of recent communications as a parameter to identify clusters and 

their changes enables us to provide acceptable clustering using current status of graph 
without repeating calculations. 

 A new data structure to capture useful information of edges in network based on 
weighted average and timestamp, with acceptable space requirement, enable us to 
manage the cost of complexity and storage of required information.  

 Improvement of quality of clustering besides performance comparing the proposed 
method with ones like EAC and EIC. 

 The same method for weighted and un-weighted networks are supported. 
 
1.4 Related Works 

 
There are two types of graph clustering algorithms, within-graph and between-graph 

clustering. In within-graph we attempt to cluster the nodes or edges of a single graph into 
groups based on a similarity measure, while in between-graph or object clustering we 
attempt to cluster a set of graphs that have arisen from a common set of nodes and are 
structurally similar. Object clustering has been studied by Aggarwal and Philip [1], 
which is based on structural similarity in a stream of large numbers of small graphs. In 
this paper, we focus on the node-clustering problem. Traditional node-clustering algo-
rithms such as minimum cut problem and graph partitioning have been studied widely 
[13]. These algorithms cannot handle large and time evolving graphs where some clus-
ters change rapidly at certain time points. Many of these algorithms are mainly functional 
in offline settings and therefore cannot be used efficiently in online or stream scenarios. 
In addition, they need to store the entire input before processing. 

Granular computing [5, 8, 16, 19, 27] is a global computing model for managing big 
data, information and knowledge. In this model, each object is displayed as an infor-
mation granule and can be linked together through some degree of similarity, functionali-
ty or indistinguishability. These connections can lead to a granular hierarchy or a net-
work [15].  

Granular computing has been commonly used for furthering other research areas, 
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such as data mining [15, 18] machine learning [26], computational intelligence [17], 
fuzzy rule-based systems [2], data classification [4] and bioinformatics [12]. It is of fu-
ture research interest to apply granular computing techniques to solve risk assessment 
problems. On the other hand, it is worth noting that risk is highly related to uncertainty 
[10]. Uncertainty modeling is an important parameter in dynamic clustering where many 
elements of the clusters can change over time. Recently, Peters et al. [18] presented a 
method of guiding further developments of fuzzy clustering algorithms, especially dy-
namic fuzzy clustering algorithms. They combined granular computing with clustering 
analysis and used Dynamic Clustering Cubes (DCCs) to categorize existing dynamic 
granular clustering algorithms. Many of these algorithms are not provided for graph clus-
tering in the stream model. 

One of the widely used offline graph clustering algorithms is METIS [29], which is 
a type of multilevel graph partitioning algorithm with high-quality and balanced parti-
tions. Kilot et al. [20] worked on graph partitioning in online and dynamic scenarios as 
well, but similarly they had to store the whole graph input prior to processing, which is 
not suitable for a streaming model. FENNEL is a one-pass graph partitioning algorithm 
for large scale graphs proposed by Charalampos et al. [22]. It uses modularity maximiza-
tion [6] by a greedy assignment method. This algorithm works un-weighted graphs, and 
does not take into account the number of interactions between each pair of nodes. Zanghi 
et al. [29] proposed an online graph clustering algorithm that partitions online input of 
vertices by maximizing a global likelihood function. The algorithm is sensitive to the 
number of clusters and works well when the number of clusters is small. In addition, it is 
an insert-only model that does not support the deletion of vertices and edges. Eldawy et 
al. [9] proposed a method for clustering of streaming graphs by considering each con-
nected component as a cluster according to the limited number of nodes in each cluster 
and updated these clusters incrementally based on the graph changes. Due to memory 
limitation, they used a random sampling method by assigning a random number to each 
edge and selecting the edges whose number was below a sampling threshold. Their algo-
rithm is referred to as EIC and is not sensitive to cluster evolution [28]. In order to cap-
ture time evolving clusters, they solely used a sliding window approach in the streaming 
model. In [28] they proposed a new approach in order to process streaming graphs for 
evolution-aware clustering of vertices (EAC). They also considered individual connected 
components as clusters. Due to the capture time of evolving clusters, they assigned the 
timestamp of an edge as its weight. They also favored the more recent edges in a cluster-
ing and used the sliding window model to capture evolution. This method and most of 
the existing works only consider un-weighted edges in which the number of interactions 
between pairs of nodes over the time is ignored. However, in weighted graph stream 
models, it is important to consider the more recent interactions as well as their frequency, 
i.e. the edges with large number of interactions in recent time are much stronger than 
those with smaller number of interactions. Therefore, it is necessary to take into account 
the expiration time property of interactions to capture evolving clusters in streaming 
model [25]. The authors dealt with the problem of dynamic community detection, by 
considering the underlying social behavior over different graph regions. They designed a 
new structure called Local Weighted, Edge-based Pattern (LWEP) to describe homoge-
neous regions. They defined an exponential decaying weight for each edge to capture 
evolving cluster in the stream scenarios and used weighted Jaccard similarity to identify 
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communities. In their method the constant factor of the exponential function needs be 
estimated. It seems that the average number of interactions between two entities over 
time is an important parameter that is ignored in pervious approaches. 

2. THE ALGORITHM 

In this section we describe our clustering method in details and how it works in 
streaming scenario. The intuition behind our method is to consider both the weighted 
edges and the last occurrence of a connection (in terms of timestamp). Clearly in dynam-
ic graph streams, changes in recent timestamps are more important than changes in older 
connections. But the caveat arises in weighted graph streams where we also need to take 
into account the weights of the connections. In order to capture the relationship between 
a pair of nodes, and the evolution in streaming graphs, we propose a method named Pri-
ority-based Clustering in Weighted Graph Streams (PCWGS). This algorithm, and in 
general any edge-comparison based methods for clustering dynamic graph streams, com-
prises of two main parts. First, a measurement criterion which preserves both the recent 
update time and the weight of a connection use it for edge comparisons. Second, a data 
structure which can handle efficient insertion/deletion of connections while decreasing 
the storage complexity and also keeps track of edges based on the measure provided in 
the first step. 

We first start proposing our algorithm by introducing the incremental weighted 
graph streams, and then define the two parts of the PCWGS method. 

 
Definition 1: The incremental representation of a graph stream is G1, G2, …, Gt, … where 
Gt = (Vt, Et) is the incremental graph, Vt signifies the attached nodes until time t, Et = {ui, 
vj, 

t
ij  ui, vjV1V2…Vt} with t

ij = t
ji denoting the number of interactions between 

nodes ui and vj that happen between timestamps t  1 and t.                        
 
We use the connected components as clusters and retain these clusters incrementally 

for graph updates. We use the combination of the time-stamp and weighted mean of 
number of interactions as an edge’s weight. Edges in each cluster are stored in order of 
recent time-stamp and their mean of number of interactions that has happened recently. 

For instance, assume each day as a time-stamp and assign the incremental linear 
weight i. Ci to time-stamp i such that 0 ≤ i ≤ n and Ci is a statistical factor that we will 
define later. Assigned weight and number of interactions at each time-stamp are shown in 
Table 1. 

 

Definition 2: Weighed Mean: Assume that interactions between nodes ui and vj are rec-
orded at timestamps t0 < t1 < …. < tn. t0 is the timestamp at which ui and vj began to inter-
act and tn = t is the current timestamp.n in statistics, is the mean of interactions between 
ui and vj that has happened until tn. 

1

n

n n ii
iC 


       (2) 

i is the number of interactions between ui and vj that happens in time-stamp i and 
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Cn is a positive number such that: 

2
( 1)1

1 .
n

n n n ni
iC C 

        (3) 

We define the expiration weight Wt
ij for an edge between two nodes ui and vj, as the 

following:  

Wt
ij  tn  (n). (4) 

Wt
ij is  a measure to determine the average number of interactions over time and ac-

cording to importance of interactions that have occurred in recent timestamps.            
 
Theorem 1: At timestamp tn+1 for an existing edge with new interactions, its expiration 
weight Wt

ij is updated as: 

 1 2
1 12 2 ,t ijn

ij n n tn nW t  
          (5) 

2
1 12 2 .ijn

n n nn n           (6) 

Proof: We have 

1

,
n

n n i
i

iC 


       (7) 

2
( 1) ,n n nC       (8) 

2
1 ( 1)( 2) .n n nC         (9) 

According to Eqs. (6)-(9) the 1n   will be as:  

1 1 1 1
1

( 1) ,
n

n n i n n
i

C i n C     


        (10) 

1

,
n

n
i

i n

i
C






      (11) 

1
1 1( 1) .n

n n n
n

C
n

C
  

         (12) 

By substituting Eqs. (9) and (11) into Eq. (10), Eq. (13) would be resulted as follows: 

2
1 12 2 .ijn

n n nn n           (13) 
 

2.1 Data Structure and Storage Minimization 
 
As it is mentioned in the related works, the simple sliding window fails to handle 

the edge weights as a significant part of the information, effectively and decreasing the 
storage complexity is not a trivial task and is handled differently in different methods. 



MOHSEN SAADATPOUR, SAYYED KAMYAR IZADI, MOHAMMAD NASIRIFAR AND HAMED KAVOUSI 

 

476 

 

For this purpose we try to present a data structure which can keep useful information 
about the edges in the network based on update times and weights whilst keeping the 
storage as low as a constant factor. 

The overall scheme of the algorithm consists of two parts which are the data handler 
and the graph handler. The data handler decides which information should be kept in the 
structure and which have to be omitted. It also manages the overall storage and prohibits 
it from exceeding a constant number of entries. The graph updates in different time- 
stamps are given to the data handler and upon each update, requests go back and forth 
between the data handler and the graph handler until the graph structure is stable. The 
data handler maintains the upper bound of the storage during this whole procedure. 

The graph handler keeps the structure of the network and efficiently makes changes 
to it based on the requests from the data manager. It also creates a framework in which 
queries such as “which cluster does a particular node belong to?” or “which nodes are 
currently in a particular cluster?” can be answered efficiently. 
 
Data Handler: The data handler consists of two smaller data structures of the type 
Weighted Mean Priority Based Edge-Container. One list is called the main edge list and 
the other one is called the reserve edge list. The Weighted Mean Priority Based Edge- 
Container provides access to a balanced binary search tree under the hood which keeps 
the edges in sorted order according to the value in Eq. (4) yields for each edge and allows 
efficient insertion/deletion. The balanced binary search tree embedded in the Weighted 
Mean Priority Based Edge-Container is allowed to use a constant amount of storage, that 
is if the number of elements in the Weighted Mean Priority Based Edge-Container is 
more than a constant factor, say k, The Weighted Mean Priority Based Edge-Container 
will report the fact that elements should be deleted form the back of the list (Lowest ele-
ments, since The Weighted Variance Priority Based Edge-Container keeps the elements 
sorted in non-increasing order) until the size of the balanced binary search tree that the 
data structure uses is less than or equal to the constant factor k. 

The second list, the reserve edge-list similar in type to that of the main edge-list 
(Weighted Variance Priority Based Edge-Container), handles data in a manner identical 
to that of the main edge-list. The only difference between the two instances of the 
Weighted Mean Priority Based Edge-Containers is the constant factor k. The constant 
factor which denotes the maximum size of one list can differ from the other and therefore 
the two can vary independently. The purpose of having two different data structures with 
the exact same behavior will be discussed shortly. 

Let M be the size of the main edge-list and N the size of the reserve edge-list. The 
graph handler component performs a clustering only based on M edges which are already 
kept in the main list. That is, the current state of the graph depends on the entries of the 
main list. A similar result can be obtained in the other direction too: at a particular time- 
stamp, the edges in the reserve list do not have any influence on clustering and structure. 

It is also worthwhile to mention that the values in the two lists are pairwise distinct. 
That is if there is a connection record between two vertices A and B in the main list, there 
is certainly no sign of an entry representing the connection between A and B in the re-
serve list. The update queries are presented in the form of incremental graphs, each of 
which denotes a set of edges and their weights, and a timestamp which grows strictly 
increasing during different updates. 
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Although the entries of the two Weighted Mean Priority Edge-Lists and those of the 
incremental graph, are identically called edges, there is an important difference between 
them. An edge in the incremental graph denotes how close is the connection between two 
nodes between the arrival timestamp of this edge and the previous timestamp (or the ini-
tial connection weight between them in case of timestamp = 1). The entries in Priority 
Based Edge Lists however, represent how close is the connection between pairs of nodes 
in this timestamp, according to the entire data we have received. This means that not only 
the entries of the two Priority Lists are pairwise distinct, but also there is no duplicate of 
an edge in each of them either. That means no matter how many updates a pair of verti-
ces has undergone previously, there is at most one record related to those two nodes in 
the lists. What actually makes this approach work is the pair of values (namely weighted 
mean and timestamps) which is stored (encapsulated) alongside the pair of vertices inci-
dent to each edge, and the formulas that are used to update them over time. Therefore the 
entry representing a pair of vertices (if it exists) in either of the Priority Based Lists is all 
the data we have stored for the connection between the pair of vertices. This property 
causes Priority Based Lists with maximum size of K to store much more information than 
the simple sliding windows of the same size, since there could be a lot of duplicate rec-
ords of the connections between the same pair of vertices. 

At each update if the connection between a pair of vertices has been remain strong 
enough based of measurement criteria, the related edge lies in the main list. Of course, 
when, the connection made weak, the edge lies in the reserve list, waiting for the future 
timestamp to get a chance to get into the main list, saving its previous history and be a 
part of the actual graph representation. 

There is however a third case in which there is no present record of the connection 
between this pair of nodes which means that either the connection between the two has 
been so weak that they are popped off the reserve list as well as the main list, or this is 
the first time a connection between these two nodes is being supplied to the algorithm. 
Each time we try to do the insertion on an edge from the incremental graph, we give that 
edge a chance to be in the main list and therefore the edge is inserted into the graph, 
which in turn results in a change in how the graph is decomposed into clusters. After that, 
the cluster which the newly inserted edge is now part of it, must preserve the maximum 
cluster size constraint. If this constraint is violated, all of the edges of the cluster are 
erased and all of them except the one with the lowest weight among them are re-inserted 
into the graph using a different insertion algorithm, since they are not actual insertion 
queries and should not update Priority Lists. The edge with the lowest weight is deleted 
from the main list and sent to the reserve list, since its weight has not been significant, 
compared to other edges. After these insertions the cluster size constraint is checked 
again and in case of violation the same procedure takes place. After all the insertion que-
ries are handled, the reserve list is possibly populated with some new edges and could be 
violating the size constraint. Therefore while the size of the list exceeds the maximum 
size of the reserve list, the lowest weighted edge is popped from the list, as a conse-
quence of having a very low weight. 

What explicitly happens is described in more detail below:  
 
HandIncrementalGraph Algorithm: For each edge in the incremental graph do Incre-
mentalGraphEdgeInsertion. It is shown in Algorithm 1. 
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IncrementalGraphEdgeInsertion Algorithm: when a tuple e = {a, b, w, t} as an inser-
tion query which states that a connection with weight w between nodes a and b has been 
recorded at timestamp t and the previous timestamp arrives, there are a number of cases:  
 
Case 1: Edge {a, b} is already in the main list: the weight of the edge is updated with 
respect to the formula in section 3 and no further action is needed and therefore the graph 
structure remains the same. 
 
Case 2: Edge {a, b} is in the reserve edge list: the weight of the edge is updated using 
the formula (4) and the edge is deleted from the reserve list and inserted into the main 
edge list and an insertion query InsertIntoGraph {a, b, w′} where a and b are the nodes 
and w′ is the new connection weight between a and b is sent to the graph handler compo-
nent. At the end, deletion queries of the lowest-weighted edges in the main list are sent to 
the graph while the size of the main list exceeds M (Algorithms 5 and 6). Afterwards the 
deleted edges are in turn pushed into the reserve edge-list and entries are also deleted 
from the end of the reserve list while the list does not preserve the size constraint (N).The 
intuition behind this part of the algorithm is that whatever the connection weight is, an 
edge is given a chance to be in the main list and therefore in the graph, each time an in-
sertion query arrives. 
 
Case 3: Edge {a, b} is in neither in the main or reserve edge-lists: this means that we 
have no data related to the edge {a, b}. This is either because of the fact that this is the 
first connection between these two edges or the previous connections have been signifi-
cantly old and/or weak and was not eligible to be a part of the graph or being kept in the 
reserve-list. Therefore these edges are given weights using Eq. (4) and are again given a 
chance to be added to the actual graph structure as we take an approach similar to case 2 
after we add the edge to the main list. 
 

Deleting data from the reserve list, which means discarding any previous connec-
tions between two nodes, can seem unfair but it should be noted that as it can be inferred 
from the algorithm, if we discard the value of an edge, then the edge has been popped 
from the main list and the reserve edge list at least once. That means that the calculated 
weighted variance for this edge has been so low that even though it has been given a 
chance to be a part of the main list on each of its insertions, it has somehow been popped 
not only from the main list but also from the reserve list. (Since there have been connec-
tions with greater weight compared to {a, b}). 

 
Graph Component Insertion: If a and b are not in the same cluster, their related clus-
ters have to be merged. If the size of the cluster which contains a (or b) exceeds the clus-
ter size limit, then delete the lowest weighted edge in the cluster using the deletion meth-
od in graph component. (Algorithms 4) 
 
Graph Component Deletion: 

 Insert the deleted edge into the reserve list. 
 Delete all other edges in the cluster from the cluster, and the main list. 
 Call the insert function each of the edges into the main list. 
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Algorithm 1. EvaluateIncrementalGrpah
EvaluateIncrementalGrpah (G: Incremental 
Graph) 
Foreach Edge e(a, b, w) in G: 
     EdgeArrival(e) 
While size of the reserve list violates the 
maximum size: 
       Delete the lowest weighted edge from 
the reserve list 

Algorithm 2. EdgeArrival
EdgeArrival(e (a, b, w): Edge): 
If e is in the main list: 
   Update the weight of the (a-b) entry 
in the main list using the formula e(4).
   Update the weight of the edge in the 
cluster which holds it.  
Else if e is in the reserve list: 
 Temp(a, b, w) ← (a-b) entry in the 
reserve list 
 Delete (a-b) entry from the reserve 
list 
 Update temp using the formula and e 
 Insert temp into the main list 
 NewEdgeUpdate(temp) 
Else 
 Insert e into the main list 
 NewEdgeUpdate(e) 

Algorithm 3. NewEdgeUpdate 
NewEdgeUpdate(e(a, b, w):Edge): 
cla ← cluster which contains a 
clb ← cluster which contains b 
Merge(cla, clb). 

Algorithm 4. Merge 
Merge(cla: Cluster, clb: Cluster): 
Foreach Edge e in clb: 
   Insert e into cla 
   Remove e from clb 
HandleOversizedCluster(cla) 

Algorithm 5. HandleOversizedCluster 
HandleOversizedCluster(cla:Cluster): 
If size of the nodes in cla violates 
the maximum size 

    Delete the lowest weighted edge 
from cla and from the main list 

     Remove cla, and assign all the 
nodes previously contained in cla to 
their initial clusters 

Foreach Edge e(a, b, w) that was 
previously in cla: 

    NoUpdateInsert(e) 

Algorithm 6. NoUpdateInsert 
 NoUpdateInsert(e(a, b, w): Edge): 
cla ← cluster which contains a 
clb ← cluster which contains b 
Insert e into cla 
If cla != clb: 
    Merge(cla, clb) 

As depicted in the above pseudopods, the main algorithm is based on the four func-
tion. EvaluateIncrementalGrpah is the first one (Algorithm 1) which manages the graph 
updates in a specific timestamp. For each input edge EdgeArrival(e) function is called 
and then the length limitation of reserve list is verified. When the length is above the 
specified limit, edges with minimum weight are removed until the reserve list obey its 
length limitation. The complexity of this function is O(e*O(EdgeArriavl) + enlog(et)). 
The number of input edges in timestamp t is shown by e and en is the number of edges 
which have to be removed from the reserve list because of its length limitation. The 
number of edges in the graph structure is shown by et and log(et) is the cost of deletion a 
node from the binary search tree. 

 

In Algorithm 2, if the input edge exists in the main list, its weight is updated and the 
graph structure remains unchanged. If the input edge is in the reserve list it is removed 
from the reserve list and its weight is updated. Then this edge is transferred to the main 
list and the graph structure. When the input edges is new and it is not exists in both of 
lists, NewEdgeUpdate is called. In the worst case when the entire input nodes are new 
edges the complexity of Algorithm 2 is e*O(NewEdgeUpdate) which e is the number of 
input edges. 
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The two clusters which have vertex u and vertex v s are identified in NewEdgeUpdate 
(Algorithm 3) and then the above selected clusters are merged using Merge function 
(Algorithm 4). If the size of newly merged cluster is above the specified limit, it is man-
aged by HandleOversizedCluster function. ec(v)*(ec(u))+O(HandleOversizedCluster) is the 
complexity of Merge function. 

As mentioned above oversized clusters are pruned in HandleOversizedCluster func-
tion (Algorithm 5) by selecting edge with minimum weight is removed from the cluster 
and the main list and is inserted into the reserve list. If such an edge has less weight than 
the entire reserve list entries then it is directly deleted. When an edge is removed, its cor-
responded cluster may be divided to the two new smaller clusters.  

In order to preserve the graph connected, like EAC method, first the entire cluster 
edges are removed, then the required ones are inserted again. Considering that there is no 
need to modify main and reserve lists structure and the cluster structure has to be updated, 
we proposed to insert edges of cluster C(v) using NoUpdateInsert function. Therefore, the 
complexity of HandleOversizedCluster function isec(v)*O(NoUpdateInsert). It ios worth 
noting that NoUpdateInsert function as the last step, merges two clusters corresponding 
to vertices u and v using Merge function. 

3. EXPERIMENTAL RESULTS 

In this section we compare the results of the proposed PCWGS algorithm with the 
EAC algorithm on the four aforementioned real data sets using three measures. First, us-
ing the Normalized Mutual Information (NMI) to assess the quality and similarity in 
clustering of the two algorithms. The second measure is the cut size in the clustering 
process and third measure involves the comparison of execution time of the two algo-
rithms. In addition, to gain a better understanding of the evolutionary clustering process. 
The procedure is implemented on a system with a 2.0 GHz Core 2 duo CPU, with 4GB 
of RAM and operating under Windows 8 64bit. We also took advantage of Java as the 
programming language. 

 
3.1 Data Sets and Experimental Settings 

 
Four real data sets are used in our experimental evaluation algorithms. A summary 

of the characteristics of the four data sets is shown in Table 2.  
 

Table 2. Summary of the test datasets: the overall number of nodes, edges, average de-
gree and metadata are listed. 

Data set # of Nodes # of Edges Average degree Metadata 
Dutch college 32 3,062 191.38 edges / vertex Timestamps 

Haggle 274 28,244 206.16 edges / vertex Timestamps 
Infectious 410 17,298 84.380 edges / vertex Timestamps 
Facebook 

friendships 
63,731 817,035 25.640 edges / vertex Timestamps 
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Dutch College Data Set [30]: This directed network contains friendship ratings between 
32 university freshmen who mostly did not know each other prior to starting university. 
Each student was asked to rate the other student at seven different time points. We note 
that the origin of the timestamps is not accurately known but the distance between two 
timestamps is given. A node represents a student and an edge between two students 
shows that the left rated the right one. The edge weights show how good their friendship 
is in the eye of the left node. The weight ranges from 1 (showing a risk of getting into 
conflict) to +3 (showing a very close relationship). 

 
Haggle Data Set [32]: This undirected network represents contacts between people 
measured by carried wireless devices. A node represents a person, and an edge between 
two persons shows that there was a contact between them. 
 
Infectious Data Set [33]: This network describes the face-to-face behavior of people 
during the exhibition INFECTIOUS: STAY AWAY in 2009 at the Science Gallery in 
Dublin. Nodes represent exhibition visitors; edges represent face-to-face contacts that 
were active for at least 20 seconds. Multiple edges between two nodes are possible and 
denote multiple contacts. The network contains the data from the day with the most in-
teractions. 
 
Facebook Friendships Data Set [31]: This undirected network contains friendship data 
of Facebook users. A node represents a user and an edge represents a friendship between 
two users. 

 
We designed three kinds of experiments: 

 
Quality: Using the cut-size quality measure, we show that our algorithm gives reasona-
ble results compared to the EAC Algorithm, which is assumed to be close to the best pre-
vious state-of-the-art clustering algorithms. 
 
Performance: We test the performance of each approach in terms of average runtime. 
We show that our approach has better performance than the EAC approach. 
 
NMI: Normalized mutual information is one of the most widely used measures of clus-
tering quality [21]. 
 

Given a data set D of size n, the clustering labels  of C clusters and the other clus-
tering labels  of C clusters. A confusion matrix is built where entry (i, j) defines the 
number ni

(j)
 of points in the ith cluster of  and the jth cluster of . then NMI can be com-

puted from the confusion matrix [25]: 
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According to the streaming model this property has caused the algorithm to incremental-
ly cluster weighted and un-weighted graphs and to yield satisfactory results. Moreover, 
the obtained results from different data sets illustrated how algorithms can behave differ-
ently in terms of accessing changes and evolutionary trends. The EAC algorithm has 
proven more efficient in clustering with respect to other algorithms. Thus we compared 
our PCWGS algorithm with the EAC algorithm. For un-weighted networks in which the 
number of interactions is not taken into account, the PCWGS behaves similar to the EAC 
algorithm. However, if the network is weighted and other parameters such as number of 
interactions over time is considered, the results of two algorithms differ and PCWGS will 
have a higher quality than the EAC in terms of cut size. Moreover, comparing the execu-
tion time of both algorithms we found that with regard to network type, the PCWGS al-
gorithm has a relatively lower execution time. 

 As a future direction, the PCWGS algorithm can be implemented with parallel ca-
pabilities in distributed environments in order to improve the execution time and the 
power of the algorithm. Furthermore, in order to gain a higher quality in clustering pro-
cess, other measures that can identify graph clusters with respect to the frequency of re-
cent interactions can be explored. Also an area of future interest is to analysis of granular 
computing for clustering dynamic networks in a given stream model that has not been 
used yet.  
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