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At present, there are still problems of inaccurate labeling, inaccurate target matching, 

and excessively complex image processing of machine vision in spatial structure displace-

ment measurement. Therefore, machine vision measurement technology is combined with 

deep learning algorithm to construct a precise displacement measurement model for large-

span spatial structure of buildings based on machine vision technology and deep learning. 

First, the binocular stereo vision technology based on machine vision is expounded to an-

alyze the deficiencies in measuring displacement of large-scale spatial structures. Second, 

related concepts of Convolutional Neural Networks (CNNs) are introduced, and You Only 

Look Once v2 (YOLOv2) is selected as the recognition algorithm of sphere joints in the 

long-span spatial structure of buildings. Finally, a displacement measurement system for 

long-span spatial structures is constructed based on CNN models and YOLOv2 algorithm. 

Images of various spatial structures collected through the Internet and shot by smartphones 

constitute the data set to test the performance of YOLOv2 recognition algorithm and three 

kinds of CNN models, namely the AlexNet model, Darknet19 model, and Resnet152 

model. The experimental results demonstrate that the Recall of Darknet19 model is up to 

93.9%, and the Intersection Over Union (IOU) is 82.02%, which are at least 3.6% and 4.4% 

higher than those of the other two models, respectively. Besides, the Darknetl9 model per-

forms better in the task of identifying and locating sphere joints in spatial structures. In 

addition, when the Darknet19 model is trained about 20,000 times, the Recall of the 

YOLOv2 recognition algorithm reaches 94.69%, and the IOU attains 84.98 %. Moreover, 

the average recognition accuracy of YOLOv2 algorithm is 2.3% higher than other recog-

nition algorithms, which has a high recognition level. Furthermore, the relative error of 

displacement measurement in the single direction of each stage of the measurement model 

designed here is controlled within 12%, which can meet the requirements of displacement 

measurement of spatial structure. The purpose of this work is to provide essential technical 

support for the upgrading of displacement measurement technology of large-span spatial 

structure of buildings and the improvement of measurement accuracy.      
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1. INTRODUCTION 
 

The spatial structure developed rapidly in recent years, and a proliferation of various 

long-span spatial structures are put into practical application scenarios. However, the com-

plicated long-span spatial structure has problems including material aging and foundation 

settlement under the influence of environmental loads. Such consequential problems can-

not be ignored because they will render the long-span spatial structure broken-down or 
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even damage it [1, 2]. Hence, the displacement measurement of large-span structures plays 

an influential role in structure protection [3, 4]. Because of its excellent characteristics, 

machine vision has been widely accepted in engineering practice and other fields [5]. As a 

representative artificial intelligence technology, deep learning has achieved a breakthrough 

in the intelligent classification and recognition of images, which has gradually developed 

into an effective displacement measurement method for large-scale spatial structures [6, 

7]. According to the implementation principle of machine vision, deep learning can effec-

tively match and intelligently recognize the images combined with the actual characteris-

tics of the large-scale spatial structure measurement process, thereby providing solid sup-

port for the accurate measurement of large-scale spatial structure displacement. 

Regarding the structure displacement measurement, Ge et al. (2020) proposed a real-

time monitoring method of box girder bridge overturning risk with predictive ability. This 

method combined machine vision with dynamic weighing monitoring information to rec-

ognize the distribution of real vehicles queuing in the designated area of bridge deck in 

real time. The authors derived the analytical expression of the support reaction of the main 

girder, and realized the real-time calculation of the support reaction [8]. Kromanis and 

Kripakaran (2021) proposed a multi-camera positioning method for computer vision accu-

rate displacement measurement. They adopted coordinated transformation techniques, and 

utilized identified features to calculate the structural displacement from images. Then, they 

employed the proposed method to a laboratory where multiple cameras were used for re-

cording in a series of locations. Their experimental results showed that the response com-

puted from the recordings were accurate [9]. Wadhwa and Mukherjee (2021) held that, in 

the case of a given frame sequence and large inter-frame optical flow vector displacement, 

it was difficult to predict the next few frames of video motion. Moreover, conventional 

Convolutional Neural Networks (CNNs) often failed to learn the dynamics of the objects 

across frames in case of large displacements of objects in consecutive frames. Therefore, 

the authors proposed a CNN algorithm based on the concept of feature pyramid to extract 

spatial features from multiple consecutive images. Besides, they utilized the improved 

PWC-Net framework to extract spatial features from continuous frames and input them 

into bidirectional Long Short-Term Memory network to obtain temporal features. They 

found that the proposed pyramid could capture the sudden motion of moving objects in 

video, especially when the displacement of objects was large between consecutive frames. 

In addition, the proposed spatial-temporal pyramid feature could effectively predict the 

light flow in the next few frames, rather than only the next frame. Ultimately, through ex-

periments, they proved that the proposed method was better than other technologies avail-

able in the application of challenging data sets [10].  

In displacement measurement for large-scale spatial structures, machine vision has 

some disadvantages, such as inaccurate labeling, inaccurate target matching, and extremely 

complicated image processing. Based on the above problems, machine vision measure-

ment technology is integrated with a deep learning method here to propose a precise dis-

placement measurement model of large-span spatial structure of buildings based on ma-

chine vision technology and deep learning. Firstly, binocular stereo vision technology 

based on machine vision and CNN are described. Secondly, the displacement measurement 

model of large-span spatial structure based on deep learning is constructed. Finally, the 

model reported here is tested by constructing data sets through using various spatial struc-

ture images online and shot by smartphones. It is expected to offer technical support to the 
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upgrading of displacement measurement technology of large-span spatial structure of buil-

dings and the improvement of measurement accuracy.  

2. METHOD 

2.1 Image Processing and Selection of Deep Learning Model Under Machine Vision 

Machine vision is an excessively effective optical measurement technique [11, 12], 

and the binocular stereo vision system can measure the spatial displacement of the target 

objects [13]. A binocular stereo vision system for measurement contains spatial three-di-

mensional (3D) coordinate reconstruction, camera calibration, and image processing [14, 

15]. The overall model implementation process is shown in Fig. 1. Different from the mo-

nocular vision system model [16], the binocular stereo vision model adds a camera on the 

right in Fig. 1. With the cooperation of the two cameras, more effective image information 

can be collected, thereby obtaining the spatial position of the target to be measured. 
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Fig. 1. Binocular stereo vision model.     Fig. 2. 3D reconstruction model of the target point. 

 

Camera calibration can properly set the internal and external parameters and distor-

tion parameters [17, 18] to construct and correct the imaging model. Image matching is a 

crucial step in image processing is, that is, obtaining the required information from differ-

ent digital images. Currently, gray-scale matching and feature matching are two common 

matching methods. The former relies on the gray-scale information of image pixels, and 

the latter is achieved by image preprocessing, feature extraction, and the establishment of 

mapping relationships. Specific applications require considering the actual situations [19, 

20]. Fig. 2 reveals the model based on the 3D reconstruction of the target point. 

Since the binocular measurement technology can quickly obtain the overall geometric 

spatial information of objectives to be measured at a distance, it can automatically identify 

and analyze the measurement information and achieve outstanding accuracy for measuring 

displacement of the large-span spatial structure of buildings. However, in actual scenarios, 

the requirements for camera calibration are extremely high, and there are problems such 

as difficulty in marking spatial positions and large errors. Therefore, it is necessary to seek 

an intelligent image recognition and processing method. 

Compared with traditional machine learning approaches, deep learning pays more at-

tention to the depth of the model; therefore, it can even extract effective information from 
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a large number of samples [21, 22]. CNN is a typical deep learning network, providing ex-

cellent performance for image processing and recognition [23]. Hence, CNN is introduced 

to process images of large-span spatial structure. The convolution part of CNN reflects its 

characteristics, which is composed of the convolution layer, pooling layer, and activation 

function [24]. 

The classification of images in computer vision aims to determine the type of image, 

and the purpose of target detection is to identify and locate related objects. The classifica-

tion of images is the premise. The region-based CNN (RCNN) was proposed for image 

classification in 2014 [25]. The detection accuracy of this method under the PASCAL tar-

get database can reach 66%, but it is time-consuming and computationally intensive. The 

Spatial Pyramid Pooling Network (SPPNet) proposed later can achieve the classification 

and regression of different features; nevertheless, it has different mapping feature dimen-

sions [26]. The Faster RCNN developed later solves the aforementioned problems and im-

proves the detection efficiency significantly [27]. On this basis, the You Only Look Once 

(YOLO) algorithm transforms target detection into a regression problem, which signifi-

cantly improves the detection speed. The YOLOv2 algorithm realizes higher accuracy and 

recall rate, so it is used for processing high-resolution images, which is even better than 

the Faster RCNN model [28, 29]. Hence, YOLOv2 is introduced into the sphere joint re-

cognition for the large-span spatial structures; its corresponding size is 544*544. 

2.2 Displacement Measurement of Large-Span Spatial Structure Based on Deep 

Learning 

The identification of sphere joint structure is the foundation of displacement meas-

urement of long-span spatial structures. The reason why the sphere joint is chosen is that 

it has obvious characteristics and fixed geometric characteristics in long-span buildings. In 

the process of image matching, accurate positioning of observation points is helpful to 

image processing. No matter what the direction is, the two-dimensional projection of the 

corresponding sphere joint is a circle. The sphere projected on the two-dimensional image 

is located in the center of the circle, which is conducive to image recognition and coordi-

nate positioning. Fig. 3 illustrates the implementation process of the displacement meas-

urement system of large-span spatial structures based on binocular vision technology and 

deep learning method. 
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Fig. 3. Implementation process of long-span spatial structure displacement measurement system. 
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The displacement measurement system consists of three modules, i.e., image acqui-

sition, recognition and positioning, and displacement measurement. The image acquisition 

module includes the binocular stereo vision system that aims to acquire the regional images 

before the spatial structure is deformed. The recognition and positioning module take the 

detected image information as input and employs CNN and YOLOv2 to recognize and 

detect the images to obtain the 2D image coordinates. The displacement measurement 

module is the core of the system. The coordinate information of the target point obtained 

by the above output is used as the input, and the 3D reconstruction of the coordinate can 

be formed after matching. On this basis, the 3D displacement of the target point before and 

after the deformation of the space structure can be completed. 

All sphere joints in the overall structure are emphasized in the spatial structure dis-

placement measurement herein. The 3D reconstruction and displacement calculation are 

the crux of the displacement measurement system. Because the camera calibration param-

eters and imaging position are all in a non-ideal state in the actual scenarios, there will be 

errors in the measurement process. Consequently, the solution to the coordinates is trans-

formed into an optimization problem. If the optical center coordinates of the left camera 

are Ol(XOl, YOl, ZOl) and the optical center coordinates of the right camera are Or(XOr, YOr, 

ZOr), the spatial point S(X, Y, Z) is projected on the imaging plane of the two cameras as 

Sl(Xl, Yl, Zl) and Sr(Xr, Yr, Zr), then the projection vector of the imaging plane corresponding 

to the optical center coordinates of the left camera O
→
lSl can be described as: 

l

l

l

l O

l l l O

l O

X X

O S Y Y

Z Z

→

 −
 

= − 
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.  (1) 

The projection vector of the left camera imaging plane corresponding to the space 

point OlS can be described as: 

l

l

l

O

l O

O

X X

O S Y Y

Z Z

→

 −
 

= − 
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.  (2) 

The unit vector of O
→
lSl can be defined as: 

→
Vl = (al, bl, cl). (3) 

In Eq. (3), al, bl, and cl are unit vectors on three directions of the X-axis, Y-axis, and 

Z-axis. 

Then, the length of the vector O
→
lL can be presented as: 

||O
→
lL|| = O

→
lS  

→
V = al(X − XOl) + bl(Y − YOl) + cl(Z − ZOl). (4) 

Thus, the distances from point S to the left and right projection lines can be expressed 

as: 
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||
→
SL||2 = ||O

→
lS||2 − ||O

→
lS||2 = (X − XOl)

2 + (Y − YOl)
2 + (Z − ZOl)

2 − [al(X − XOl)  

+ bl(Y − YOl) + cl(Z − ZOl)]
2. (5) 

||
→
SR||2 = (X − XOr)

2
 + (Y − YOr)

2
 + (Z − ZOr)

2
 − [ar(X − XOr) + br(Y − YOr) + cr(Z − ZOr)]

2. (6) 

 

Therefore, the objective function T of the optimization problem can be expressed as: 

T = ||
→
SL||2 + ||

→
SR||2. (7) 

Eq. (8) can be derived by sorting out the above findings: 
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The 3D coordinates of point S (X, Y, Z) can be obtained through linear solving, and 

all the nodes can be solved to obtain the spatial 3D coordinates of all sphere joints in the 

world coordinate system. The 3D spatial coordinates of all target points on the image can 

be calculated using the MATLAB for programming. The coordinate difference obtained 

by two measurements is the 3D displacement of the sphere joint. Fig. 4 displays the imple-

mentation process of the displacement measurement module. 
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Fig. 4. Implementation process of the displacement measurement module. 

3. RESEARCH MODEL AND RESEARCH PROCESS 

3.1 Acquisition of Experimental Materials and Construction of Test Data Set  

The data set used in this experiment is all kinds of spatial structure images containing 

sphere joints, of which 80% are collected from the network. The images with high resolu-

tion and clear sphere joints imaging are selected to form the data set. The remaining 20% 

are captured in the structural health monitoring by a smartphone. Most of the images in the 

data set have high resolution, but due to the large scale of spatial structure and the large 

number of nodes in the image, the nodes in the distance are difficult to identify in the image, 

which cannot directly meet the requirements of training data. Therefore, the collected 
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images are cut and segmented, and the part with clear nodes in the image is screened out 

to find out as many different types of structures and nodes as possible, and form a data 

sample set. In addition, some images are rotated by 90° or 180° to increase the number and 

diversity of samples.  

After the collection of data set, it is necessary to record the position of the target node 

in the image and save it into the txt. document. The images and the txt. document are used 

as the input of the model training, as illustrated in Fig. 5.  
The paramount implementation procedure is to obtain the center coordinates (A, B) 

of the image pixel by calculating the bounding box of the target node, the length A, and 

width B of the corresponding bounding box. The more accurate the position information 

labelled in the training image is, the stronger the recognition and positioning ability of 

weight files of the model will obtain. The former represents the coordinates of the center 

of the sphere in a specific image, and the latter denotes the size of the sphere joint on a 

specific image. The output data is normalized according to different image sizes. Finally, 

the editing process of txt. document is completed by Labelimg software and programming 

software. Labelimg software calculates the pixel coordinates and the pixel size of length 

and width of the boundary on the image by manually selecting the bounding box on the 

image. Then, matlab programming reads the image resolution information and processes 

the information output by Labelimg to obtain the positioning txt. document required by the 

data set.  

After the above processing, the final data sample set contains a total of 90 images. In 

addition, there are 90 existing documents and 800 sphere joints in total. 

 

O A

B
β

Pixel coordinates

Normalization 

processing

Locate document    
Fig. 5. Implementation of image target positioning. Fig. 6. Spatial grid structure for performan- 

ce verification. 

3.2 Experimental Design 

The spatial grid structure presented in Fig. 6 below is selected to test the effectiveness 

of the displacement measurement system reported here. 

First, the vision measurement system is deployed. The two selected cameras are con-

nected to the computer and fixed on the tripod crossbar. The angle of the camera is adjusted 

according to the camera imaging displayed on the laptop to present the measurement target 

at the center of the visual field. Based on the world coordinate system and the displacement 

measurement system, the X-axis direction is parallel to the line connecting the optical cen-

ters of the two cameras, the Y-axis direction is parallel to the lateral load direction, and the 

Z-axis is opposite to the vertical load direction. Before the loading starts, two dial gauges 

are placed next to the sphere joint to successfully measure the displacement of the sphere 
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joint in the Y-axis and Z-axis directions. After the displacement measurement system is 

deployed, the calibration ruler is adopted to measure the multiple fixed distances in the 

dual-camera image to calibrate the cameras. 

The test will begin after the layout of the displacement measurement system and the 

calibration of the camera are completed. Specifically, the implementation process is as 

follows: (1) recording the reading of the dial indicator before the loading starts and using 

it as the basis to collect the structure state of the first stage; (2) unloading the corresponding 

structure after applying the load in the Y direction and recording the corresponding struc-

tural state; (3) unloading the corresponding structure after applying the load in the Z-axis 

direction. The whole process goes through three periods. The image information is col-

lected by the binocular stereo vision system.  

3.3 Configuration of Experimental Hardware and Parameter Setting 

The measurement objects and hardware configuration of this experimental design are 

summarized in Table 1 below. 

The detection target is a single class target of sphere joints of spatial structures, and 

the input image size is not certain. Therefore, the program code is modified in accordance 

with the computer hardware information, so that the program detection target and the train-

ing image scale meet the requirements. Then the training parameters are adjusted by pre-

training, and the final training parameters are given by the parameter convergence process 

as follows: batch = 64; subdivisions = 8; max batch = 30000; momentum = 0.9; decay = 

0.0005. Besides, to accelerate convergence in the early stage and refine the later training, 

the learning rate is set to 0.001 in 0-100 batches, and to 0.0001 in 100-10,000 batches, and 

0.00001 later. Moreover, the default threshold of node detection is increased from 0.25 to 

0.6 to reduce the false recognition and enhance the detection accuracy. The above param-

eters are used in the subsequent training of different CNN models and the sphere joint 

localization model.  

 

Table 1. Measurement objects and hardware configuration of experimental design. 

Parameters Detailed settings 

Measurement 

objects 

Double layer spatial grid 

structure 
Spatial scale 2.5*0.5*1.0m 

Camera 

Manta G-507B indus-
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Focal length 16mm 

Cali-

bration 

param-

eters 

 
Effective  

focal length 
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Right 

camera 
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r rR T

−   
   

= − = −   
   −     

 

C
al

ib
ra

ti
o
n

 p
ar

am
et

er
s 



PRECISE DISPLACEMENT MEASUREMENT OF LONG-SPAN SPATIAL STRUCTURE OF BUILDINGS 47 

3.4 Performance Analysis of the Displacement Measurement System 

CNNs of diversified structures has formed in the development process, and the depth 

of the corresponding neural network model has increased accordingly. Here, Recall and 

Intersection Over Union (IOU) are used as evaluation indicators to test the optimal model 

for node recognition in large-span spatial structures of buildings. Three CNN network 

models, namely AlexNet [30], Darknet19 [31], and Resnet152 [32] are included for com-

parative analysis. 

The experiment tests the effect of the optical axis angle on the measurement error, 

and verifies the effectiveness of binocular stereo vision system in the displacement meas-

urement system. Besides, the displacement measurement system is analyzed based on the 

actual displacement measurement results. 

4. RESULTS AND DISCUSSION 

4.1 Recognition Ability of CNN Model 

Fig. 7 provides the recognition results of the three comparative models after 5k times 

of training and 10k times of training. 

As shown in Fig. 7, after 5k cycles of training, the Recall of Darknet19 reaches 92.5%, 

and the IOU value attains 81.2%, which are better than those of AlexNet and Resnet152. 

After 10k cycles of training, Recall of Darknet19 is 93.9%, and IOU reaches 82.02%, 

which are also superior to those of the other two models. Therefore, the Darknet19 model 

is selected for the subsequent test of the YOLOv2 algorithm. 
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Fig. 7. Comparison of recognition results of three 

comparative models. 

Fig. 8. Recognition result of the YOLOv2 al-

gorithm. 

 

Fig. 8 signifies recognition result of the YOLOv2 algorithm after training the Dark-

net19 model. 

The curves in Fig. 8 suggest that when the Darknet19 model is trained about 20,000 

times, Recall of the YOLOv2 recognition algorithm is 94.69%, and the IOU value is 

84.98%. Hence, the YOLOv2 recognition algorithm achieves an excellent performance in 

recognizing and positioning the long-span spatial structure of buildings, which also reflects 

the outstanding applicability of the algorithm. 
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Fig. 9. Comparison of different target recognition and detection algorithms (SSD stands for Single 

Shot MultiBox Detector; mAP stands for mean Average Precision, which measures the detection 

effect of multiple classes; FPS stands for Frame Per Second, which denotes the detection rate.) 

 

To validate the efficiency of the YOLOv2 algorithm, several common target recogni-

tion and detection frameworks are introduced for comparison, and the results are shown in 

Fig. 9. 

Results obtained based on mAP and FPS are compared, suggesting that the YOLOv2 

recognition algorithm reported here can provide the best detection accuracy and detection 

rate. This further confirms the results of the research. According to the evaluation results 

in Fig. 9, the Recall indicator is employed to evaluate the recognition performance of dif-

ferent algorithms. The final results demonstrate that the YOLOv2 algorithm realizes a 

strong recognition ability, and there are few omissions in the application scenario. The 

IOU indicator can evaluate the positioning performance of the algorithm, and the final 

result indicates that the YOLOv2 algorithm has good positioning ability. Srivastava and 

Srivastava (2020) used YOLOv2 as the bounding box to study the detection and localiza-

tion of image targets. Based on the results obtained from the F measurement, they found 

that the model could provide good performance in image positioning detection, and the F 

measurement was above 0.7 [33]. Regarding the YOLOv2 applications in target detection 

and positioning, Shi et al. (2021) proposed a multi-target recognition and classification 

method based on YOLOv2 for vehicle classification and target detection. A comparison 

with existing models found that the accuracy of the model based on YOLOv2 could reach 

98.6%, the misjudgment rate was low, and the robust performance was good [34]. These 

works further confirms the feasibility of the YOLOv2 algorithm and provides good support 

for the research in the present work. 

4.2 Measurement Error of Binocular Stereo Vision System 

Based on the above system layout, the results of the influence of the optical axis angle 

on the measurement error are shown in Fig. 10. 

Fig. 10 demonstrates that the influence of the optical axis angle on the system meas-

urement is affected by the changes in the  value. When the optical axis angle is about 40°, 

and the θ value is in the range of 20° to 60°, the system’s measurement error is at a com-

parably low level. The optical axis angle between the optical axes represents the distribu- 

tion of the measurement area in the camera position arrangement of the binocular stereo 
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(a)                                        (b) 

Fig. 10. The measurement error of the binocular stereo vision system; (a) The influence of the optical 

axis angle; (b) The influence of the  value. 

 

vision system. The above analysis of measurement errors reveals that when arranging the 

binocular stereo vision system, the measurement area should be kept within ±20° of the 

optical axis angle between the left and right cameras’ optical axes. In this way, the meas-

urement error of the system can be minimized to provide excellent prerequisite support for 

the subsequent displacement measurement. The above analysis suggests that based on the 

binocular stereo vision system, the measurement error can be reduced to lay a good foun-

dation for the subsequent accurate displacement measurement. 

4.3 Test Verification Results of the Displacement Measurement System 

Table 2 displays the 2D pixel coordinate distribution corresponding to each time point 

in the test. 

 

Table 2. The 2D pixel coordinates of the spatial structure sphere joint at different time 

points. 
Numbering of 

sphere joints of 
the spatial  
structure 

Time points 

2D pixel coordinates 
Left camera Right camera 

U V U V 

1 

Before loading 260.32 493.76 270.56 648.97 

Lateral 
load 

After 
loading 

259.61 492.66 272.02 647.92 

After of-
floading 

258.02 493.36 271.52 649.04 

Vertical 
load 

After 
loading 

257.32 487.66 272.26 643.66 

After of-
floading 

257.65 493.69 272.19 648.77 

2 

Before loading 1693.11 541.92 1617.44 649.59 

Lateral 
load 

After 
loading 

1692.03 538.55 1614.22 647.37 

After of-
floading 

1692.93 538.52 1614.48 649.04 

Vertical 
load 

After 
loading 

1692.57 535.26 1614.17 645.47 

After of-
floading 

1693.25 539.08 1613.88 648.98 
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Table 2. (Cont’d) The 2D pixel coordinates of the spatial structure sphere joint at different 

time points. 

3 

Before loading 901.48 1335.86 1069.65 1445.48 

Lateral 
load 

After 
loading 

901.28 1335.57 1069.95 1444.46 

After of-
floading 

904.74 1334.65 1069.47 1443.98 

Vertical 
load 

After 
loading 

903.98 1333.23 1069.44 1442.22 

After of-
floading 

904.95 1335.97 1069.79 1443.96 

4 

Before loading 2091.85 1344.03 2299.12 1497.56 

Lateral 
load 

After 
loading 

2090.48 1344.58 2303.36 1495.88 

After of-
floading 

2089.98 1341.87 2303.37 1496.19 

Vertical 
load 

After 
loading 

2089.37 1341.24 2303.32 1495.26 

After of-
floading 

2090,05 1344.98 2304.57 1495.88 

 
Table 3. Reconstruction results of space coordinates of sphere joints at different time 

points. 
Numbering of sphere 
joints of the spatial 

structure 
Time points 

Spatial reconstruction coordinates 
of sphere joints /mm 

X Y Z 

1 

Before loading 9.57 2062.29 −179.82 

Lateral load 

After 
loading 

9.36 2063.95 −179.55 

After of-
floading 

339.82 2365.82 222.97 

Vertical load 

After 
loading 

8.33 2067.68 −181.86 

After of-
floading 

8.44 2067.42 −179.32 

3 

Before loading 338.89 2365.78 223.92 

Lateral load 

After 
loading 

338.95 2368.73 223.18 

After of-
floading 

339.82 2365.82 222.98 

Vertical load 

After 
loading 

339.57 2366.68 222.98 

After of-
floading 

339.57 2366.38 222.48 

 

Table 3 shows the reconstruction results of the space coordinates of the sphere joints 

corresponding to each time point in the experiment. 

According to the results in Table 3, the 3D displacement at different time points can 

be obtained. Then, the error based on the machine vision measurement method can be 

finally obtained through the measurement results of the displacements at each time point 

obtained by the dial indicator, as presented in Fig. 11. 

Through Fig. 11, at each time point, the absolute error of the measurement results of 

corresponding unidirectional displacement during the test process is 0.12mm on average, 

and the maximum value of the overall measurement error is 0.31mm. Besides, the average 

value of the relative error during the measurement is 8.2%, and the maximum value of the 

relative error is 11.8%. 
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Fig. 11. Displacement error measurement results. 

4.4 Experiment Results and Discussion 

In the test results of recognition effects of three CNN models, namely AlexNet, Dark-

net19, and Resnet152, after 5k times of training and 10k times of training, Recall of the 

Darknet19 model reaches 93.9%, which is at least 3.6% higher than the other two models. 

Besides, the maximal IOU is 82.02%, which is at least 4.4% higher than of other models. 

Moreover, the Darknet19 model is superior to the other two CNN models in identifying 

and locating the sphere joints of spatial structures. This is because the Darknet19 model is 

portable and easy to install, and it can display images, which can be used as the backbone 

network for feature extraction. Based on the actual characteristics of long-span building 

structures, the Darknet19 model is better for the identification and location of sphere joints. 

In the identification test results of YOLOv2 algorithm, when the Darknet19 model is 

trained about 20,000 times, the corresponding Recall of YOLOv2 identification algorithm 

attains 94.69 %, and the IOU value reaches 84.98 %. Meanwhile, its average recognition 

accuracy is at least 2.3% higher than that of other recognition algorithms, showing excel-

lent recognition precision and adaptability. 

The precise displacement measurement model of large-span spatial structure of build-

ings designed here primarily depends on the binocular stereo vision system. When the op-

tical axis angle of the binocular stereo vision system is within the range of ±20° and the θ 

value is within the range of 20° – 60°, the measurement error is relatively low. The relative 

error of measurement in the whole experiment is controlled within 12%, which can meet 

the requirements of displacement measurement of spatial structures, but the accuracy needs 

to be improved. One of the reasons for the displacement measurement error of large-span 

spatial structure of buildings is the IOU value between the actual bounding box corre-

sponding to the positioning sphere joint and the predicted bounding box. In addition, the 

angle between the left and right cameras is relatively small, making the displacement error 

outside the plane slightly larger than that in the plane.  

5. CONCLUSION 

By means of the binocular stereo vision measurement technology of machine vision, 

a CNN-based sphere joint recognition algorithm is proposed by applying the deep learning-
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based YOLOv2 recognition algorithm. Finally, a framework of long-span spatial structure 

displacement system is constructed. According to the recognition results of different mod-

els and the measurement results of the displacement measurement system, recall of the 

Darknet19 model reaches up to 93.9%, the IOU value is 82.02%. The two indicators are at 

least 3.6% and 4.4% higher than those of the other two models. Moreover, the Darknetl9 

model performs better in the task of identifying and locating sphere joints in spatial struc-

tures. When the Darknet19 model is trained about 20,000 times, Recall of the YOLOv2 

recognition algorithm attains 94.69%, and the IOU value is 84.98%. Besides, the average 

recognition accuracy of YOLOv2 algorithm is 2.3% higher than other recognition algo-

rithms, showing a brilliant recognition effect. The relative error of the measurement model 

designed here in the single direction displacement measurement of each stage is controlled 

within 12%, which can meet the requirements of displacement measurement of spatial 

structures. The deficiency of this work is that the measurement object in the experiment is 

relatively single, and it is essential to enhance the measurement accuracy and further study 

the practical application in the field. The research outcome can provide critical reference 

for the upgrading of displacement measurement technology of large-span spatial structure 

of buildings and the improvement of measurement accuracy.  
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