JOURNAL OF INFORMATION SCIENCE AND ENGINEERING 34, 535-550 (2018)
DOI: 10.6688/JISE.201803_34(2).0014

A Game Theory Based Feature Word Selection Model
for Chinese Texts

JING-TAO SUN' AND QIU-YU ZHANG?
'School of Computer Science and Technology
Xi’an University of Posts and Telecommunications
Xi’an, 710121 P.R. China
2School of Computer and Communication
Lanzhou University of Technology
Lanzhou, 730050 P.R. China
E-mail: sunjingtao@xupt.edu.cn; zhangqylz@163.com

Feature word selection plays an important role in the classification of Chinese texts,
and its result has a direct influence on the precision of text classification. Existing meth-
ods are generally deficient in processing the fuzzy and uncertain information contained in
natural language. To overcome such a deficiency, a novel game theory based feature
word selection model for Chinese texts was proposed in this paper. This model applies
game theory method to the selection of feature words, by using the combined contribu-
tion functions of the feature subsets to text classification and the fuzzy membership func-
tions of samples defined by compatibility measurement, compatibility feature payoff
functions are constructed in order to select the optimal feature subset with Nash equilib-
rium. Through comparative experiments on datasets from the CDSCE corpus, it is vali-
dated that the proposed model is able to perform effective spam email feature word selec-
tion, and its generalization performance is better than those of other commonly used fea-
ture word selection methods.

Keywords: game theory, Chinese feature word selection, compatibility measurement,
fuzzy membership function, combined contribution function

1. INTRODUCTION

As we step into the era of big data, text content analysis has been becoming an ef-
fective means to interpret big data and discover underlying valuable information. Text
classification, as a key technology to the content mining of big data, is applied to various
areas, such as internet public opinion monitoring and early warning, hazardous infor-
mation filtering, and sentiment analysis [1]. A crucial step in text classification is feature
selection, which directly affects the model construction and the efficiency and accuracy
of classification.

Currently, vector space model [2] (VSM)-based text annotation and machine learn-
ing methods [3] are commonly used for text classification. There are two types of prob-
lems in such practice. First, since the target is text content information, as many feature
words as possible contained in each sample are selected to be the sampling feature points,
in order to represent the content of each sample completely and avoid omitting important
information. However, feature points selected in this way are often strongly correlated,
increasing the redundancy of feature points and the dimensionality of the sample vector
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space. Therefore, feature selection is needed in processing text dataset. At present, doc-
ument frequency (DF) method [4, 5] is one of the relatively more influential feature se-
lection methods. DF method counts the occurrences of feature words in the texts so as to
determine the importance of features. As a feature’s frequency of occurrences is not
necessarily positively related to the class information it contains, the performance of DF
method is not satisfying. Information gain (IG) method [6, 7] is another popular feature
selection method; it ranks text features based on IG. This method, however, has signifi-
cantly reduced performance on the corpora with uneven distributions of text classes. The
mutual information (MI) method [8, 9] reflects the degree of correlation between each
feature word and the classes in its results. However, the method does not consider the
frequency of each feature word’s occurrences in the text dataset and this may cause that
the words with different frequencies contain similar mutual information. The y*statistic
(CHI) feature selection method [10] is able to measure the correlations between features
and classes, and the importance of each feature is decided by its y* value. This method is
based on a distribution assumption between feature words and text classes; if the as-
sumption does not stand, the low-frequency feature words are more likely to be chosen.
So the existing feature selection methods are either based on term frequency or DF. This
suggests that these methods are using limited information for calculating utility of a fea-
ture. In [11], this paper introduced a Game-theoretic rough set based method for com-
bining Term frequency and DF in a novel way. The method incorporates the measures as
players in a game where each player employs a three-way decision in selecting features.
In [12], this paper improved global feature selection scheme (IGFSS) where the last step
in a common feature selection scheme is modified in order to obtain a more representa-
tive feature set is proposed. Thus, a local feature selection method is used in IGFSS to
label features according to their discriminative power on classes and these labels are used
while producing the feature sets. Besides, better achievements have been gained by
Granular Computing techniques to solve the feature word selection problem [13-23]. The
other problem of VSM-based classification methods is that the inherent fuzziness and
uncertainty of samples are often conventionally ignored, so are the resultant impacts on
the selection of feature words. As a result, some noise and redundant feature points may
be introduced for the second time, so as to reduce the classification performance in solv-
ing practical problems. Some studies have proposed algorithms for the feature selection
of such datasets with uncertainty. In [24], fuzzy mutual information is introduced in
conventional feature selection to solve the new problems caused by data uncertainty in
using existing methods. However, the application of MI method often has such a prob-
lem that the feature terms of different frequencies contain the same quantity of MI, and
the problem persists. In [25], on the basis of improving MI method, the concept of in-
formation entropy is introduced to propose a feature evaluation function TFMIIE. The
improvement of MI helps avoid bias to low-frequency rare words, and the introduction
of entropy helps eliminate the feature words which belong to uncertain classes. In [26],
based on the Hilbert-Schmidt independence criterion, a feature selection algorithm
FSUNT is proposed. The algorithm investigates the Hilbert-Schmidt correlation between
features and uncertain class labeling to rank features, in order to select the final feature
subset. In [27], this paper depicts the uncertainty of feature information by using mutual
information entropy based on the game theory. The paper has provided a balance solu-
tion for this strategy by the payoff matrix so that the optimum feature subset can be ob-
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tained, the above-mentioned methods have been used to conduct feature selection as ap-
plied in vehicle selection, it may state that vehicle feature dimensionality can be com-
pressed. In [28], a novel feature selection method based on coalition game theory has
been proposed that enable the prediction of the severity of hemorrhage. The proposed
feature selection method enhances the accuracy of prediction by optimally selecting the
features compared to the state of the art.

Based on the above discussion and the current research results, it is found that, as
the mathematical theory and method to determine whether there is the most reasonable
action plan between competitors in the research on game behaviors, the game theory is
highly consistent with the idea of picking out the optimal subset in feature selection.
Therefore, we introduce a new idea in this paper to overcome the deficiencies of the
conventional feature word selection methods — a game theory based feature word selec-
tion model for Chinese texts. This model introduces the samples’ membership functions,
which are defined by means of compatibility measurement, to the weight definition of
feature points. A discrimination function of features is constructed to eliminate noisy
feature points. On this basis, game theory is introduced to establish a text feature word
selection model. By using the combined contribution function of features contained in
each feature subset to text classification as well as the discrimination function of feature
points for text classification, the payoff functions of feature points are constructed. The
optimal feature subset with Nash equilibrium is chosen to reduce the amount of feature
points. In addition, the selected feature points can comprehensively reflect the content of
the texts and improving the efficiency of classification. The experiments with the china
education and research computer network emergency response team (CCERT) Data Sets
of Chinese Emails (CDSCE) demonstrate that the proposed game theory based feature
word selection model significantly improves the performance of the spam email classifi-
ers constructed using Naive Bayes algorithm [29].

The rest of this paper is organized as follows. Section 2 introduces the key technol-
ogies and methods involved in this study. Section 3 proposes the game theory based text
feature word selection model in terms of model definition, player design, and payoff
function. Section 4 analyzes the model’s handling process through a simple numerical
example. Section 5 details a case study of the algorithm and analyzes the result. Section
6 concludes the paper and proposes future works.

2. PROBLEM STATEMENT AND PRELIMINARIES

2.1 Game Theory

Studies on game theory can be traced back to the early 19th century or even earlier.
Game theory investigates the actions of decision makers, their decision-making upon
direct interaction, and how equilibrium is reached during a decision-making process. A
decision maker is influenced by other factors (natural or human factors), and can influ-
ence decisions on other factors (especially human factors). The logic of game theory
originates from Bayesian decision theory. Generally, a game consists of four basic ele-
ments, game players, players’ actions, players’ strategies, and payoffs [30, 31].

The mathematical model of game theory can be expressed by a triad G = (I'; (S));
(u;)), where I' = {1, 2, ..., K} is the set of all players, i =1, 2, ..., K denotes the K players



538 JING-TAO SUN AND QIU-YU ZHANG

in the game, S; = {s;} is the set of all the strategies of playeri (i = 1, 2, ... , K), s; is one
strategy of player 7, and u; = u,(s;, s.;) is the payoff of player i.

Solving a game theory problem is the process of searching for a strategy set s~ [32].
In 1950s, John Nash proved the existence of equilibrium solutions, which transforms the
solving of a game theory problem into the search for its Nash equilibrium. Therefore, if a
strategy set is not a Nash equilibrium, it can not be the solution to the problem.

The definition of Nash equilibrium is as follows [33]. For a Given K-player strate-
gic game G = (I'; (S)); (w,)), strategy set s = (sl*, A sK*) is a Nash equilibrium if
and only if when Viel and Vs;eS;, or Viel and s;‘ c argM%xui (S,-,Si,)-

2.2 Dynamic Clustering Algorithm based on Fuzzy Equation Matrix Algorithm

The dynamic clustering algorithm based on fuzzy equation matrix (DCAFEM) is a
practical fuzzy clustering analysis algorithm proposed for the case where the number of
classes is unknown and the clustering needs to be dynamic upon different requirements
[34-36].

Definition 1: Feature index matrix. Assuming a finite sample set 4 = {a,, ay, ..., a,} to
be classified, and in the sample set, each sample a; has m feature indices, which means a;
can be represented by an m-dimensional feature index vector a; = {a;, ap, ..., aim} (=1,
2, ..., n), where a; denotes the jth feature index of the ith sample, then all the feature
indices of the n samples constitute a matrix A= (@;j)nxm> Which is called the feature index
matrix of 4.

Definition 2: Fuzzy similarity matrix. Assuming an n-order fuzzy matrix R = (#;})ux, ON a
finite domain of discourse 4 = {a;, as, ..., a,}, it is a fuzzy similarity matrix if and only
ifitis 1) reflexive, i.e. r;= 1, and 2) symmetric, i.e. r;= 7.

Definition 3: Fuzzy equivalence matrix. Assuming an n-order fuzzy matrix R' = (7},
on a finite domain of discourse 4 = {ai, ay, ..., a,}, it is a fuzzy equivalence matrix if
and only if it is 1) reflexive, i.e. r;= 1, and 2) symmetric, i.e. r;= r;;, and 3) transitive, i.e.
R'°R'cR.

The DCAFEM algorithm mainly consists of the following steps [37].

Step 1: Construct the feature index matrix for fuzzy clustering analysis;

Step 2: Data normalization. Since the m feature indices may not have the same dimen-
sionality and order of magnitude, their values must be normalized in order to
eliminate potential impacts of such differences;

Step 3: Construct the fuzzy similarity matrix. Afterall a; (i = 1,2, ...,n;7=1,2, ..., m)
have been normalized, multivariate analysis is applied to determine the similari-
ty vy = R(a;, ap)€[0,1] (i, j = 1, 2, ..., n) between a; = {a;, ap, ..., ain} and a; =
{aj, ap, ..., ajn}, and thereby construct the fuzzy similarity matrix R = (7},
between samples;

Step 4: Construct the fuzzy equivalence matrix. The fuzzy similarity matrix constructed
through the above steps is not necessarily transitive and needs to be transformed
into a fuzzy equivalence matrix. Specifically, a transitive closure with similarity
is constructed by squaring R, i.e. RoR = R* and squaring it again, i.e. R R* =
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R* and then repeating the process to obtain R®, R, and so on until R* = RX.
Then, RX is a fuzzy equivalence matrix that can be used for fuzzy clustering
analysis.

3. GAME THEORY BASED TEXT FEATURE WORD SELECTION MODEL

3.1 Model Definition

In game theory, each player’s strategy is dependent on the other players’ strategies.
We employ this idea to select feature points from text sample sets. By doing this, we
hope to obtain the optimal feature subset and improve the text classification performance.
DCAFEM, expected cross entropy (ECE) [38], and characteristic feature subset (CFS)
evaluation criterion [39] are used in the model, so as to make it more reliable for feature
word selection and adapt to practical problems more easily. Its processing flow is shown
in Fig. 1.

Players”
actions
Similarity Feature Repr ative
calculations L clusterin; Feature feature selection
Test data set > Similarity s > cluster Feature
matrix 4 subset
(Players)
Players”
payoffs

Fig. 1. Processing flow.

As shown in Fig. 1, based on the definition of game theory and related theorems, we
define the model as follows.

(1) Players

It is pointed out in [40] that the feature selection in a feature space with redundancy
and complementary relation can be treated as a game between different features. Based
on this idea, we first cluster the feature points in the sample set by using the DCAFEM
algorithm. The feature points in the same class, as in the clustering result, are treated as a
whole and defined as one player of the game. Then, the K classes resulted from the clus-
tering are defined as K players of the game.

(2) Players’ actions

Based on the definition of players, each playeri (i = 1, 2, ..., K) is composed of N,
feature points of the same class in the ith clustering result. Therefore, we define the fea-
ture points of the same cluster of player i as the action set D, = {d|, d,, ..., dy,} of the
player.

(3) Players’ strategies
With feature word selection being a process of an information game, the game
players all know other players’ information gain functions. Meanwhile, the information
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game is a process where decisions are made at the same time. Therefore, the feature
word selection process can be considered as a complete static information game. In such
a game, since there are no timing differences in decision making, all players make deci-
sions at the same decision point, i.e. the time point where the game begins. Therefore, all
game players face the same and only decision situation, and the strategy set and action
set of each player are the same.

(4) Players’ payoffs

In game theory, payoffs represent the players’ gains. Generally, payoff functions are
used to represent the payoffs in specific game situations. Based on the definitions of
players and players’ actions/strategies, for the O = H D, action sets generated by the K

players, the corresponding payoffs (u,, u,, ..., up) are assoc1ated with the feature set se-
lected by each player For example, in the act10n set T (tl , tz, . tK) = Q) player i
takes action , (¢; eD)), and the other players take actions 7, (tl , jl, fii1, ... Ix), then the

payoff of player i is denoted by u(z;, £;). For the select10n of feature words, as a player
needs to consider the degree that his/her action discriminates the class when choosing an
action/strategy, the correlation M, between feature points and classes becomes a key
factor in the definition of u(7, tl) For the definition of payoff u(t;, t l) in addition to each
player’s own choice, the choices of other players should be considered as well. Therefore,
the conflict relation R of players with the action set T should be included as well. In
summary, with action set T ., the formal definition of payoff function is u(7,, tl) M+
Ry, where M, is the correlat10n, and RT; is the conflict relation.

3.2 Design of Player

The players of the feature word selection game we study are defined in the previous
section. In this section, the DCAFEM clustering result is used to design the game players
further by the following process.

We assume a sample set 4 consisting of G pieces of texts, denoted as 4 = {a,, ay, ...,

G

ag} where sample a; contains n; feature points. Sample set 4 contains in total N =Zn,.

i=1
feature points. Thus, feature point matrix C = (¢;)wxg = (C1, Cs, ..., CN)T can be con-
structed for the sample set. In order to eliminate the impacts resulted from the differences
in feature points’ units and orders of magnitude, the Values in the matrix need to be nor-

. . . - 18 .
malized. By using equations ¢, =— and ¢ =—> (c, Gy (i=1,2,..,N,j=1,2,
52 IR

J=1
-~_Cx
., G), each row of data is normalized to ¢ G i=12,..,N,j=1,2, ..., G), where
o

C; and o; are the mean and standard deviation of C;, respectively. Then, clustering is
performed to the N feature points. Through multivariate analysis, the degree of similarity
ry = R(C;, C)el0, 1] (i,j =1, 2, ..., N) between feature points C; (ieN) and C; (jeN) is
N oo Ny
determined, thereby constructing a fuzzy similarity matrix R=| : . : |. The de-
gree of similarity is calculated by the following equation: .
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-=—Z p{— G m, (1)

& _ _ 1 &
where 5, :NZ(C,.,{ —ar)’ and a :N;cﬂ(-

The fuzzy similarity matrix R = (7;)xxv constructed through the above process is not
necessarily transitive. Therefore, before clustering the feature points, the matrix needs to
be transformed into a fuzzy equivalence matrix R". Then, dynamic clustering is per-
formed based on the fuzzy equivalence matrix. In order to improve the algorithm’s uni-
versality, the fuzzy transitive closure method is adopted for clustering. The process is
detailed as follows.

(a) Calculate the transitive closure #R) of fuzzy similarity matrix R by using square
method, i.e. R* = R* = R* = ¢(R), where k <[log, N] + 1;

(b) Choose a proper confidence level A€[0, 1] and calculate the A-cutest matrix #(R); of
#(R). With the value of A varying in the range of [0, 1], the classification result varies
as well.

3.3 Design of Players’ Payoff Functions

When defining the model, we gave formal definition to the payoff function u(, ) *,)
of player i with the action set T In order to make the model more practlcal mathematl-
cal abstraction of the formal deﬁmtlon is needed. For the calculation of u(#;, ,) to obtain
the correlation M, between feature points and classes, methods such as MI, IG, and ex-
pected cross entropy are commonly used. However, the contribution of each sample’s
own degree of class membership to the calculation of the correlation is ignored in such
methods, thus the description of the correlation is unreasonable. In this study, in addition
to calculating the correlation between feature words and classes, we introduce the inher-
ent degree of class membershlp Meanwhile, for the measurement of conﬂlct relation Ry
in the calculation of u(( ,) we define the correlation between action set T and the class
as the conflict based on CFS evaluation criterion.

|c]

M, = Fap(e) Y pley | log ") (C(” t)*‘*)) @
L,

In Eq. (2), M,, measures the correlation between feature word t* and its class m
is the average degree of class membership of samples that contain feature word t,, p(t) is
the frequency of texts where feature word 7, occurs, p(cy) is the frequency of texts be-
longmg to class ¢y, p(c;,|t) is the frequency of texts belonging to class ¢, and containing
word ¢, and |c|(Jc| > 2) is the total amount of classes.

R.oo— KM, (3)
" JKHK(K -,

In Eq. (3), Rp measures the correlation between a feature subset T contalnmg K
feature words and its class, M is the average correlation between feature word qe T and
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class ¢;, and Z is the average correlation coefficient between features. In the previous
section, the cafculation of » has been described.

After mathematical abstraction, payoff function u(t;, ¢) is expressed as Eq. (4) be-
low.

(i 1) = Fadp)S pia, | log )y KMy 4)
= ple) K+ K&K -1y,

In Eq. (4), the calculation of Ta[) is a key to this study. This variable is proposed
to reflect a potential problem in practice that sample @, does not explicitly belong to a
specific class but shows certain fuzziness. We define the membership function through
compatibility measurement. For convenience of description and simplicity of symbols,
text sample g, is denoted by x when describing the calculation process. The calculation
process is detailed as below.

Assuming ke N+ and k£ > 1; sample x has k& neighboring samples, p of which belong
to the /th class, denoted as xz, x?z, ey xz,, then the local dispersion Vj(x) of sample x
about class / is defined as

F0 =2 (5 ®)

the compatibility Co,(x) between sample x and class / is defined as

Max{V,(x;
o= 20 : ()x s ©)
(x

thus the membership function f{x) of sample x is defined as

fix) = Co(x). (7
3.4 Algorithm Description

Input: 4 = {ay, ay, ..., ag}//Test data set
Output: 7, ;esl//The set of selected features
Begin
a) Initialization: They = &
b) Constructing a feature point matrix C = (c;)nxc;
c) Calculating the degree of similarity r; = R(C;, C)€[0,1] (i, j =1, 2, ..., N) be-
tween feature points C(ieN) and C(jeN);
d) Constructing a fuzzy similarity matrix R;
e) By the DCAFEM algorithm get K clusters;
f) The feature set 7} selected by the K clusters;
g) By Using Eq. (4) to calculate the pgyoff flmction u(]j—k );
h) If a certain condition is satisfied, Ty.y = 7;, otherwise, Proceed to Step f).
End
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4. A SIMPLE NUMERICAL EXAMPLE

In order to further explain the proposed model’s applications to practical problems,
we choose 6 email texts to form a simple test set for numerical analysis. Since the num-
ber of samples is small and each sample belongs to an explicit class, the samples’ own
degree of membership is 1 or 0. Table 1 details the selected test set, consisting of 2 spam
emails about making money on the Internet, 2 spam emails about pornography, and 2
regular emails about conference notices.

Table 1. Original texts.

Num Text

Maill SHRKFEIER L NRIBCHENEE LS R, A WS — B8N 018 Rilbke, bh A
WEE LR % T

Mail2 EARAE B SE REVEIR A — (0 N EE R - —t 20, ) EIRER R AT 2 s, 205

MABRERRC ATRE S5 AR ER YA 1%
RBEFLN TR A AZ L MR EZLEE, RS AN 1L RBK RIS

smaill o s A -

o KT LRWEESELGH (AR LS (EREER LTI
B LTI 2 S -

L BRI 2016 FEREEEHASAR ST 6 25 BIERRECERIR ST
I o W RN S

o R AR I S AT AR SR IT: 2016 6 6

H 29 H 1 2:30 ERRHTURAZE T LT BB LTRSS 0 -

Seventeen keywords are extracted from the 6 email samples to construct a word-text
matrix X, as shown in Table 2.

Table 2. Original word-text matrix.
Word Maill Mail2 s-maill s-mail2  z-maill  z-mail2

W 2 1 0 0 0 0
PRI 2 0 0 0 0 0
% 1 1 0 0 0 0
fi=yen 1 2 0 0 0 0
333 1 3 0 0 0 0
X 0 1 0 1 0 0
WA 0 1 0 0 0 0
¥4 2 0 5 4 0 0
WE 0 0 1 3 0 0
HE 1 0 1 3 0 0
A 0 0 1 1 0 0
2% 0 0 1 1 0 0
KT} 0 0 0 0 1 1
21 0 0 0 0 1 0
3l 0 0 0 0 1 1
£z 0 0 0 0 0 1
H9ifi 0 0 0 0 1 1
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The similarity coefficient matrix R of the feature words is computed through multi-
variate analysis.

1.0000 0.8944 0.9487 0.8000 0.7071 0.3162 0.4472 0.2667 0 0.2697 0 0 0 0 0 0 0
0.8944 1.0000 0.7071 0.4472 0.3162 0 0 0.2981 0 03015 0 0 0 0 0 0 0
0.9487 0.7071 1.0000 0.9487 0.8944 0.5000 0.7071 0.2108 0 02132 0 0 0 0 0 0 0
0.8000 0.4472 0.9487 1.0000 0.9899 0.6325 0.8944 0.1333 0 0.1348 0 0 0 0 0 0 0
0.7071 0.3162 0.8944 0.9899 1.0000 0.6708 0.9487 0.0943 0 0.0953 0 0 0 0 0 0 0
0.3162 0 0.5000 0.6325 0.6708 1.0000 0.7071 0.4216 0.6708 0.6396 0.5000 0.5000 0 0 0 0 0
0.4472 0 0.7071 0.8944 0.9487 0.7071 1.0000 0 0 0 0 0 0 0 0 0 0
0.2667 0.2981 02108 0.1333 0.0943 0.4216 0 1.0000 0.8014 0.8540 0.9487 0.9487 0 0 0 0 0
R= 0 0 0 0 0 0.6708 0 0.8014 1.0000 0.9535 0.8944 0.8944 0 0 0 0 0
0.2697 0.3015 02132 0.1348 0.0953 0.6396 0 0.8540 0.9535 1.0000 0.8528 0.8528 0 0 0 0 0

0 0 0 0 0 0.5000 0 0.9487 0.8944 0.8528 1.0000 1.0000 0 0 0 0 0

0 0 0 0 0 0.5000 0 0.9487 0.8944 0.8528 1.0000 1.0000 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1.0000 0.7071 1.0000 0.7071 1.0000

0 0 0 0 0 0 0 0 0 0 0 0.7071 1.0000 0.7071 0 0.7071

0 0 0 0 0 0 0 0 0 0 0 0 1.0000 0.7071 1.0000 0.7071 1.0000

0 0 0 0 0 0 0 0 0 0 0 0 0.7071 0 0.7071 1.0000 0.7071

L 0 0 0 0 0 0 0 0 0 0 0 0 1.0000 0.7071 1.0000 0.7071 1.0000

The transitive closure #R) is computed by using the square self-forming method.

08944 09487 09487 0987 07071 09487 06708 06708 0.6708 0.6708 0.6708 0.0000 0.0000 0.0000 0.0000 0.0000
1.0000 08944 08344 08344 07071 0.8%4 06708 0.6708 0.6708 0.6708 0.6708 0.0000 0.0000 0.0000 0.0000 0.0000
08944 1.0000 09487 0487 07071 09487 06708 06708 0.6708 0.6708 0.6708 0.0000 0.0000 0.0000 0.0000 0.0000
08944 09487 1.0000 09899 07071 09487 06708 06708 0.6708 0.6708 0.6708 0.0000 0.0000 0.0000 0.0000 0.0000
08944 09487 09899 1.0000 07071 09487 06708 06708 0.6708 0.6708 0.6708 0.0000 0.0000 0.0000 0.0000 0.0000
07071 07071 07071 0.7071 10000 07071 06708 06708 0.6708 0.6708 0.6708 0.0000 0.0000 0.0000 0.0000 0.0000
08944 09487 09487 0487 0.7071 1.0000 06708 06708 0.6708 0.6708 0.6708 0.0000 0.0000 0.0000 0.0000 0.0000
06708 06708 06708 06708 06708 06708 1.0000 0.8%44 0.8%4 0.9487 09487 0.0000 0.0000 0.0000 0.0000 0.0000
HR)={ 06708 06708 06708 06708 0.6708 06708 0.8%44 1.0000 09535 0.8%44 0.8944 0.0000 0.0000 0.0000 0.0000 0.0000
06708 06708 06708 06708 06708 06708 0.8944 09535 1.0000 0.8%44 0.8%44 0.0000 0.0000 0.0000 0.0000 0.0000
06708 06708 06708 06708 06708 06708 09487 0.8%44 0.8%4 1.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
06708 06708 06708 06708 06708 06708 09487 0.8%4 0.8%4 1.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
00000 0.0000 0.0000 00000 00000 00000 00000 0.0000 0.0000 0.000000000 1.0000 0.7071 1.0000 0.7071 1.0000
00000 0.0000 0.0000 0.0000 00000 00000 00000 00000 00000 0.000000000 0.7071 1.0000 0.7071 0.7071 0.7071
00000 0.0000 0.0000 0.0000 0.0000 00000 00000 00000 0.0000 0.000000000 1.0000 0.7071 1.0000 0.7071 1.0000
00000 0.0000 0.0000 0.0000 00000 00000 00000 00000 00000 0.000000000 0.7071 0.7071 0.7071 1.0000 0.7071
00000 0.0000 0.0000 0.0000 00000 00000 00000 0.0000 0.0000 0.00000.0000 1.0000 0.7071 1.0000 0.7071 1.0000

With 1= 0.7, the cutest set #R), is obtained.

H(R), =

ScC oo oo~~~ 000000 o
cCoc oo~~~ —-000C0O0oo o
cC oo oo~~~ 000000 o
SCoCc oo~~~ 00000 o o
cCoc oo~~~ 00000 o o
_——_——— 0 0O 000 o0 oo oo o
—_—_——_ - o 00000000 oo o
—_—_——_—_ o000 o 0000 oo O
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Therefore, we obtain three clusters, {M L, R, JiFExk, 1255, Bk, LM, W
AN}, (Et, WA, 5H, M, 5], and RIr, &8, 20, 151, Zf}. By us-
ing the payoff functions, the payoff matrix of each player is computed. With the strategy
of repeatedly eliminating weak strategies, the payoff matrices are screened. Finally, the
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action set {Wf%%, 3£ <4, SN} is obtained as the optimal feature selection strategy of the
players, i.e. the optimal feature subset of the action/strategy set.

5. CASE STUDY

Evaluation on the application effect of the model is analyzed and researched by
choosing the experimental data sets which can satisfy different situations such as differ-
ent parameters, different training data scale and different training text length. Therefore,
Chinese spam content classification is taken as an example in this paper. The model is
implemented on Matlab R2015a software platform. The PC used to compile and run the
code is an HP Pavilion 15 computer with Intel i17-6500U CPU, 8 GB memory, and Win-
10 64-bit operating system. The CDSCE email corpus is used as the test dataset. Some
supplementation and optimization are performed to the corpus, such as supplementing
new types of emails, excluding outdated types of emails, and balancing the numbers of
small-sample types of emails. The updated corpus contains 18593 spam emails and 9956
non-spam emails. For the preprocessing of texts, the Chinese lexical analysis system
ICTCLAS of the Institute of Computing Technology is used. The Naive Bayes classifi-
cation algorithm, which is simple and efficient, is employed for classification.

The classification is evaluated based on the recall, precision, and F value, as de-
fined below.

1. Recall is the rate of spam emails that are detected. This indicator reflects the model’s
ability of detecting spam emails. A higher recall means fewer spam emails being missed.

2. Precision is the rate of correctly detected spam emails. This indicator reflects the sys-
tem’s ability to correctly detect spam emails. A higher precision means fewer non-
spam emails being classified as spam emails.

3. F) value is a harmonic mean of recall and precision. It is in fact an integration of the
two indicators above.

The following formulae calculate the three indicators.

Recall: R = (N,/Ns)*100%

Precision: P = (N4/(N4+ Np))*100%

Fy value: Fy = 2RP/(R+P))*100%

In the above formulae, N, is the number of spam emails being correctly detected, N

is the actual number of spam emails, and Np is the number of legit emails that are de-
tected as spam emails.

Table 3. Training sets.

Number of Number of
. . Total
spam emails non-spam emails
TR-CDSCEI1 849 672 1521
TR-CDSCE2 1371 1365 2736
TR-CDSCE3 2080 1894 3974
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Table 4. Test sets.

Number of Number of
. . Total
spam emails non-spam emails
TE-CDSCELl 346 167 513
TE-CDSCE2 672 452 1124
TE-CDSCE3 944 739 1683

To make sure that the corpus objectively reflects the model’s email filtering per-
formance, a certain amount of emails are randomly picked from the CDSCE corpus to
form three training sets and three test sets. Tables 3 and 4 detail the distributions of spam
and non-spam emails in the training and test sets. Through 5-fold cross validations on the
three training sets, the proposed feature selection model and conventional feature selec-
tion method are evaluated with Naive Bayes classifiers.

Table 5. Experimental results of DF method, IG method, MI method, and proposed game
theory based feature selection model with Naive Bayes classifiers.

Results Classification result on TE-CDSCE] | Classification result on TE-CDSCE2 |Classification result on TE-CDSCE3

Recall | Precision | F) value | Recall | Precision |F)value| Recall | Precision |F; value
Methods (%) (%) (%) (%) (%) (%) (%) (%) (%)

Game theory
based feature 83.36 92.87 87.86 81.71 89.93 85.62 82.17 91.95 86.79
selection model

DF 79.24 82.43 80.80 78.82 83.41 81.05 76.97 81.74 79.28
1G 80.49 84.91 82.64 81.92 85.26 83.55 82.63 84.95 83.77
MI 70.76 72.25 71.5 68.63 71.97 70.26 68.11 72.4 70.19

DF method, IG method, MI method, and the proposed game theory based feature
selection model are evaluated on the test sets with Naive Bayes classifiers. The results
are presented in Table 5, in which the bold and underlined numbers are the largest under
each indicator. As can be seen, the method used for feature selection has significant in-
fluence on the classification performance. MI method performs worse than the other
methods in terms of all three indicators, IG method is slightly better than DF method,
and the proposed model performs only slightly worse than other methods in terms of
recall. Overall, the proposed game theory based feature selection model has better aver-
age performance than those of the other three methods.
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Fig. 2. Precision comparison. Fig. 3. F value comparison.
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As seen in Figs. 2 and 3, it is apparent that the evaluation indicator values increase
with the number of features. However, every method shows an inflection point when the
number of features increased to a certain value, indicating that the values of evaluation
indicators would eventually stabilize or decrease. Therefore, an overly large amount of
features is not desirable. When we use the feature selection model based on game theory
with 400 features, the accuracy of Naive Bayes classifier reaches a maximum of 93.72,
and then the value tends to be stable. The accuracy and F; values of DF and IG method
are relatively close, while MI method is the worst-performing among these 4 methods.
As can be seen from Fig. 2, when the number of features is small (less than 200), each
method has low classification accuracy, and there is little difference in the classification
accuracy between the feature selection model based on game theory and IG method then.
But with the addition of more characteristic words, the classification effect of each
method is improved a lot, and the feature selection model based on game theory gets a
faster promotion compared to other methods. As Fig. 3, when the feature number of DG
and MI method is greater than 2400, the value of F drops significantly. According to the
experimental results of Figs. 2 and 3 and Table 5, we can see that the feature subset se-
lected by the feature selection model based on game theory proposed in this paper can
obtain better classification results faster, owning better generalization performance than
that of DF, IG and MI method.

6. CONCLUSIONS

In this paper, we propose a game-theory based feature word selection model for
Chinese texts. This model considers not only the influence of the correlation among fea-
ture words on classification, but also the influence of samples’ own fuzzy membership
on the selection of feature subsets. By calculating the feature payoff, the optimal feature
subset with Nash equilibrium is chosen, so as to overcome the defect that the text dis-
crimination power of only single features is analyzed in feature selection, as well as the
deficiencies of current feature word selection methods in processing the fuzzy and un-
certain information contained in natural language texts. Experiments were performed to
validate the proposed feature selection model by applying it to the classification of spam
emails. With the maximum amount of information of the training samples preserved, the
optimal feature subset is selected to reduce the amount of features and improve the email
filtering efficiency. As big data technology and application become more and more
common, feature selection has become a crucial step for processing the big data in Inter-
net public opinion analysis and social network data analysis. The proposed feature word
selection model will play an important role in those rising application fields of big data.
However, further studies are needed to improve the model, such as its convergence dur-
ing feature selection and its time complexity.
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