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With the integration of industrial control systems (ICSs) and modern IT networks, the 

security of ICSs has been threatened while increasing their efficiency. Existing intrusion 

detection methods based on machine learning, such as Support Vector Machine (SVM), 

Decision Tree, etc., usually rely on manually designed methods for feature learning and 

have low accuracy for intrusion detection of high-dimensional network traffic of ICSs. 

Although the detection accuracy of Long Short-Term Memory (LSTM) and Gated Recur-

rent Units (GRU) based methods is significantly improved compared to Simple Recurrent 

Neural Network (SimpleRNN), there is the problem of long training time consumption. To 

solve the above problem, this study proposed an intrusion detection method for ICSs based 

on 1D Convolution Neural Networks (1D CNN) and Bidirectional Simple Recurrent Unit 

(BiSRU), fully learning the correlation and dependency of network traffic data of ICSs in 

spatial and temporal dimensions. With skip connections employed, the optimized bidirec-

tional structure of the Simple Recurrent Unit (SRU) neural network can further alleviate 

the problem of gradient vanishing and improve the training effect. Mississippi State Uni-

versity's Gas Pipeline dataset was used to train and test the model. Experiments show that 

the proposed method is significantly better than other existing methods in terms of accu-

racy and training time. 

 

Keywords: intrusion detection, control system, deep learning, 1D convolution neural net-

works, bidirectional simple recurrent unit 

1. INTRODUCTION 

The early ICSs were in a physical environment completely isolated from the external 

network, and their operating system used a dedicated communication protocol, so there 

was no network security problem [1]. However, with the development of computer tech-

nology, the closeness of ICSs has been broken. The proposal of “Industrial 4.0” in Ger-

many has further promoted the process of opening up the ICSs to the outside world. At the 

same time, a variety of attacks on ICSs followed, among which the attacks on supervisory 

control and data acquisition (SCADA) systems, distributed control systems and program-

mable logic controllers are the majority [2]. As a large industrial country, improving the 

safety technology level of ICSs is of great significance for national security and social sta-

bility. 

We learn that intrusion detection methods based on deep learning have a good ability 

for feature extraction [3]. In recent years, time series algorithms are widely used in in-
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trusion detection of ICSs as models that excel in processing sequential data. However, the 

gradient vanishing problems of SimpleRNN [4] lead to low model detection accuracy. 

LSTM [5] and GRU [6] use a complex structure consisting of state vectors and gating units 

to control the flow of information passing between neurons. Although vanishing gradient 

problems are alleviated to some extent, the time dependence of the state computation pre-

vents parallel computation. This paper proposes an intrusion detection method for ICSs 

based on 1D CNN and BiSRU, and use this method to detect cyberattacks on the Gas 

Pipeline dataset [7]. The contribution of this paper is as follows: 
 

• Firstly, to further improve the ability of model feature extraction, a 1D CNN is proposed 

to learn the local spatial correlation of features.  

• Secondly, this paper proposes an SRU-based BiSRU for intrusion detection of ICSs. The 

BiSRU extracts temporal features of network traffic data in ICSs from both positive and 

negative directions, which can further alleviate the gradient vanishing problem and 

achieve efficient parallel computation. 

• Finally, we compare the proposed method with existing machine learning methods and 

deep learning methods. Experiments show that the proposed method outperforms exist-

ing methods in terms of accuracy and training time. 
 

The remainder of this paper is organized as follows: Section 2 describes the related 

works. The problems of RNNs are introduced in Section 3. Section 4 proposes a 1D CNN 

and BiSRU-based approach for intrusion detection of ICSs, Section 5 presents the experi-

mental details and analysis. Finally, we summarize our work as well as point out the next 

research directions in Section 6. 

2. RELATED WORK 

In this section, we introduce related work, including intrusion detection methods for 

ICSs based on machine learning and deep learning. 

2.1 Machine Learning 

 Classical machine learning methods, including SVM [8], Decision Tree [9] and Na-

ive Bayes [10]. Anton et al. [11] used SVM to detect seven different classes of attacks in 

the Gas Pipeline of the standard industrial dataset. Although a high accuracy rate was 

achieved, the precision rate was low. Al-Asiri et al. [12] used the Gas Pipeline of the stand-

ard industrial dataset to verify the effectiveness of the Decision Tree classifier for various 

features in the SCADA system using IDS with a single network metric and physical metric 

respectively. Khan et al. [13] used the original features from the Gas Pipeline dataset to 

formulate a new set of features for attack detection using Naive Bayes in supervised learn-

ing mode. Tian et al. [14] proposed a method that combines machine learning optimized 

by swarm intelligence algorithm and deep learning. They used a stack Autoencoder to re-

duce the dimension of data feature, then, Combined SVM and Artificial Bee Colony algo-

rithm to do an intrusion detection experiment. In recent years, although machine learning-

based methods can achieve good results, it can only perform shallow learning and cannot 

accurately identify network attacks in ICSs [15]. For example, SVM instead lead to a de-

crease in accuracy when the number of samples increases, Naive Bayes methods do not 
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handle data with correlated attributes well, and Decision Tree has poor generalization ca-

pabilities. 

2.2 Deep Learning 

With the increasing computing power of computers, emerging deep learning methods 

are rapidly emerging in various fields, especially in image detection and speech recognition 

[16]. At the same time, it has led many scholars in the direction of industrial Internet se-

curity to apply deep learning to intrusion detection of ICSs. Yang et al. [17] proposed a 

CNN network for intrusion detection systems (IDSs). Liu et al. [18] proposed a hybrid 

method of deep learning and population intelligence optimization algorithms. They used 

CNN for feature extraction and anomaly recognition, then, the features extracted by the 

CNN model are invoked as input to the algorithm to construct a normal state process trans-

fer model. RNNs are widely used as a temporal deep learning model for intrusion detection 

of ICSs. The IDSs provide an effective way for abnormal traffic detection. Yin et al. [19] 

proposed an IDSs based on the RNN-IDS algorithm. The method was validated using the 

NSL_KDD dataset, and the results showed that it outperformed traditional machine learn-

ing methods. LSTM is a variant of SimpleRNN, and it alleviates the problem of gradient 

vanishing and gradient explosion of SimpleRNN to a certain extent. Roy et al. [20] pro-

posed an Internet of Things (IoT) intrusion detection method based on Bidirectional Long 

Short-Term Memory Recurrent Neural Network (BLSTM RNN) to improve the problem 

of insufficient SimpleRNN temporal storage capacity. Sokolov et al. [21] used GRU for 

experiments on intrusion detection in the Gas Pipeline dataset and investigated the applica-

bility of the method in various aspects of intrusion detection of ICSs. In 2018, Lei et al. 

proposed an SRU model [22]. The model used a simpler structure to solve the sequence 

dependence problem in previous LSTM and GRU, further alleviates the problem of RNNs 

gradient vanishing and gradient explosion, and enables parallel computation. SRU has 

been successfully applied in the field of classification and conversational systems. 

Based on the above work, the traditional machine learning methods typically used for 

intrusion detection in ICSs are less concerned with accurate feature selection. It is usually 

low-accuracy for large-scale network traffic in ICSs. LSTM and GRU can suppress gradi-

ent vanishing and gradient explosion to a certain extent when capturing long-distance cor-

relation information, and their effects are better than traditional SimpleRNN. However, as 

a variant of SimpleRNN, it has the disadvantage of RNNs structure itself, it cannot be 

computed in parallel. To solve the above problems, this paper proposes an intrusion detec-

tion method for ICSs based on 1D CNN and BiSRU. Specifically, we propose a 1D CNN 

to learn spatial features of network traffic data from ICSs, and BiSRU can learn bidirec-

tional structural features of network traffic data from ICSs by forward and backward inputs 

to achieve accurate detection with less model training time. This study performed sufficient 

experiments with the Gas Pipeline to validate our proposed approach. 

3. EXISTING PROBLEMS OF RNNS 

3.1 Gradient Vanishing Problem of SimpleRNN 

SimpleRNN performs error back propagation using a chain rule during gradient des-
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cent computation to obtain the minimum bias derivative of the hidden state loss function. 

The key expression for the gradient derivation satisfies the following equation, 
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3.2 LSTM and GRU Cannot be Parallelized 

To alleviate the gradient vanishing problem of SimpleRNN in backpropagation, a 

complex structure consisting of state vectors and gating units are introduced, to control the 

flow of information passing between neurons, thus ensuring that the feedback path receives 

timely feedback for gradient computation. LSTM and GRU are two typical examples. 

 

a) The LSTM adds a new state vector ct to the SimpleRNN network and introduces a gating 

mechanism. Through the input gate, forget gate and output gate three gating units to 

control the information forgotten and refreshed, The LSTM structure is shown in Fig. 1. 

 

 
Fig. 1. LSTM structure diagram. 

 

Where x is used as the input vector of the LSTM, c is used as the internal state vector 

of the LSTM, and h denotes the output vector of the LSTM.  

The forgetting gate is the most important gate in LSTM. The forgetting gate acts on 

the LSTM state vector c to control the effect of the memory ct-1 of the previous timestamp 

on the current timestamp, thus alleviating the gradient vanishing problem when propagat-

ing backward with the time series. The control variable gf for the forgetting gate is calcu-

lated as follows, 

gf = (Wf[ht-1, xt] + bf). (2) 
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Wf and bf are the parameter tensor of the forget gate, which can be automatically op-

timized by the backpropagation algorithm, and  is the activation function. 

 

b) The GRU merges the internal state vector and the output vector based on LSTM and 

unifies them into a state vector h. The number of gates has been reduced to two: reset 

gate and update gate. The GRU structure is shown in Fig. 2. 

 
Fig. 2. GRU structure diagram. 

 

The updating gate is used to control the last time stamped state ht-1 and the degree of 

influence of the new input h̃t on the new state vector ht [23]. The control variable gz for the 

update gate is calculated as follows, 

gz = (Wz[ht-1, xt] + bz). (3) 

Wz and bz are the parameter tensor of the update gate, it is automatically optimized by 

the backpropagation algorithm like LSTM. 

The reliance on state vectors and gating units allows LSTM and GRU to alleviate the 

gradient vanishing problem to some extent. However, the relatively complex structure of 

LSTM and GRU leads to high computational cost. The previous moment of the network 

state of RNNs can be transferred to the current state, and this sequential dependence pre-

vents parallel computation of LSTM and GRU. This leads to their long training time in 

performing intrusion detection of ICSs tasks and cannot meet their real-time requirements. 

4. PROPOSED APPROACH 

4.1 1D CNN for Series Data 

In this paper, for serial data like network traffic of ICSs, we propose a 1D CNN 

method to extract the spatial features of the input data. Similar to the common two-dimen-

sional convolution that extracts blocks from images and applies the same transformation 

to each block, 1D CNN selects sequence segments from sequence data along the time di-

mension and performs the same transformation on each sequence segment [24]. Our pro-

posed 1D CNN neural network contains convolution layer and pooling layer to achieve 

automatic extraction and dimensionality reduction of the input data features, respectively. 
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Fig. 3 shows the 1D CNN feature extraction schematic. It mainly includes two phases: con-

volution and pooling. the convolution layer implements the automatic extraction of fea-

tures from the input data. And the pooling layer performs the statistical calculation of the 

convolved results. 

 
Fig. 3. 1D CNN feature extraction schematic. 

 

The following is a brief description of the computational steps involved in a 1D CNN: 

a) The input of the 1D convolution layer to [x1, x2, …, xi, …], where xj is the feature quantity 

at moment j Let the output of the lth convolution layer be xl and the output of its corre-

sponding jth convolution kernel be xj
l
. Then the output of this input after processing by 

the jth convolution kernel of the convolution layer is: 

1

1( ).n
i M j

l l l l

j i ij jx
x s x W b−

−
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s is the activation function, Mj represents the set of input features, Wj
l
 is the convolution 

kernel,  is the convolution, and bj
l
 is the bias term. 

b) The 1D pooling layer performs statistical calculations on the feature maps generated by 

the convolution layer to retain the most valid information from the network traffic data 

of ICSs. The general form of the sampling is as follows, 

1 1( ( )).l l l l

j j j jx s D x b − −= +  (5) 

D is the sampling function, j
l
 is the weight. 

4.2 SRU for Accelerated Training 

SRU is a variant structure of RNN. For the parallel computing problem, by analyzing 

the structure of models such as LSTM and GRU, an improved SRU model is proposed by 

analyzing and studying the structure of LSTM and other models. SRU is designed to im-

prove the efficiency of model training in RNNs with highly parallelized implementation. 

Due to the efficiency of SRU, it is used to replace LSTM and GRU. The SRU structure is 

shown in Fig. 4. 
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Fig. 4. SRU structure diagram. 

 

The SRU controls the forgetting and passing of information through the forget gate 

and reset gate. First, the eigenvector xt is input to the SRU cell at moment t, and the oper-

ation is performed by the forgetting gate to obtain ft, as shown in Eq. (6), 

ft = (Wvxt + bv).   (6) 

Where ft and bv are two parameter tensors, and  is the activation function. The ft obtained 

by the forgetting gate adaptively computes ct-1 to obtain the cell ct state of the SRU at 

moment t. The final output state is calculated as, 

ct = ft  ct-1 + (1 − ft)  x ̃t. (7) 

Where  denotes an element-wise multiplication. Reset gate rt to adaptively combine input 

xt and state ct, reset gate rt is set as follows, 

rt = (Wrxt + br). (8) 

As seen from the above equations, the conversion between the gate control unit and 

the input no longer depends on the hidden state ht-1 at the previous moment, but on the 

intermediate state ct-1 at the previous moment. Thus, a large number of matrices can be 

computed in parallel. In addition, to solve the complex computation problem of matrix 

multiplication, SRU synthesizes the matrix multiplication into one, which can significantly 

improve the utilization of GPU, and the combined matrix is shown as follows, 
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Finally, the output ht is calculated by skip connections, 

ht = rt  g(ct) + (1 − rt)  xt. (10) 

The output state ht is calculated using the skip connection trick, which directly incor-

porates the input xt into the calculation. In the derivative, there is always xt derivative of 
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the term with respect to x present. This method optimizes the gradient propagation without 

the dissipation of the gradient due to the propagation distance being too far. 

4.3 Design of Detection Model 

(A) Structure design 

First, the original Gas Pipeline traffic is preprocessed to obtain a vector with an input 

dimension of 17 as the input to the 1D CNN. Our 1D CNN network consists of two con-

volution layers and one pooling layer, two convolution layers are stacked before the pool-

ing layer. As shown in the lower part of Fig. 5. Among them, the convolution layer imple-

ments the automatic extraction of features from the input data, and the pooling layer per-

forms the statistical calculation of the convolved results. The features can be dimensionally 

reduced while retaining the local optimal features [25]. In particular, the activation func-

tion tanh is sandwiched in the middle of the convolution layers by superimposing convo-

lution layers. The superposition of nonlinear functions increases the nonlinear expressive-

ness of the activation function, which enables it to learn well the spatial feature information 

of complex and high-dimensional network traffic data of ICSs. 

Traditional temporal models usually read the sample data from front to back only to 

learn the forward information of the sample sequence. In order to fully learn the temporal 

characteristics of network traffic data of ICSs, a bi-directional SRU structure is proposed 

to obtain information on forward and backward temporal characteristics of sequences in 

network traffic data of ICSs. As shown at the top of Fig. 5, 
→
x and 


x are the forward and 

reverse readings of the sample sequence, respectively. 
→
c and 


c are the memory units of the 

forward and reverse SRU, respectively. 
→

h and 


h are the output states of the forward and 

reverse SRUs. The prediction feature vector is obtained through the fully connected layer, 

and train the detection model by comparing the loss between the predicted result y(H) and 

the actual label value y. 

 

 
Fig. 5. Proposed model for intrusion detection of ICSs Using 1D CNN and BiSRU. 

 

(B) Algorithm design 

First, Convolution is performed on the input data X = [x1, x2, …, xi, …] or feature ma-  

pping by a convolution layer. Then, the output of the previous layer is mapped using the  
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x
=  In order to extract sufficient spatial features of network traf- 

fic data of ICSs, the number of filters and the size of convolution kernels of the two con-

volution layers are set to {64,3}. The motivation for this is to balance the contradiction 

between extracted features and overfitting by pairing too many filters with smaller convo-

lution kernels. Next, a pooling layer is deployed to pick out the optimal feature maps. we 

set the dropout function after the pooling layer to randomly drop a fraction of neuron nodes 

with a probability of 0.2 during training. The mechanism of randomly discarding some 

neurons, which is equivalent to training a different structure of the neural network in each 

iteration, can effectively suppress the occurrence of overfitting. The vector operation of 

the dropout function is represented as, 

dropout(xj
l
) = xj

l  m, (11) 

where x denotes an input vector, m denotes a random mask vector. 

Using the output vector of the 1D CNN [26] as the input to the BiSRU neural network 

to predict the subsequent traffic features, denoted as X = [x1, x2, …, xj, …]. The first layer 

of BiSRU is set to 64 units and the next BiSRU layer to 128 units. The reason for this 

choice is to mimic the use of coarse-grained to fine-grained learning and thus more fully 

understand the relevance of long-range time-dependent features in the sample. BiSRU con-

sists of two models, positive and negative SRU. It summarizes the forward information →x 
and the backward information x to enhance feature extraction abilities. positive SRU learns 

the forward information of the data and outputs 
→

h, negative SRU learns the backward in-

formation of the data and outputs 


h.  

→

h = SRU(
→
x) 

  

h. = SRU(

x) (12) 

H = (
→

h, 


h) is the vector on forward and backward temporal characteristics of the data 

output by BiSRU. H as the fully connected layer of the input, the fully connected output 

layer maps the learned features to the output classes. The output of this stage is controlled 

by the softmax function. The softmax function can be described as, 

y(H) = softmax(WdH + bd). (13) 

Where Wd is the weight matrix and bd is the bias vector. In this paper, by using the back 

propagation algorithm, through the end-to-end way, the cross-entropy loss function is used 

to measure the gap between the target and the predicted value. Adam optimization method 

was used to optimize the experimental parameters, so as to select the optimal model pa-

rameters. The key steps of the proposed are illustrated in Algorithm 1. 

 

Algorithm 1: The Intrusion Detection Algorithm of 1D CNN and BiSRU 

Input of 1D CNN: Gas Pipeline dataset X = [x1, x2, …, xi, …]  

1: For each training epoch n = 1, 2, …, N do 

2: Compute the output of convolution kernel  )( 1

1 l

j

l

ijx

l

i

l

j bWxsx
jM

n
i

+=  

−
−

 

3: Feature mapping 

4: Compute the activation function 

sinh
tanh( )
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l

jl

j l

j

x
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x
=  
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5: Compute the output of Pooling layer  
1 1( ( )).l l l l

j j j jx s D x b − −= +    

6: Dropout neurons with a probability of 0.2 

Input of BiSRU: The output vector of the 1D CNN X = [x1, x2, …, xj, …]. 

7: Compute forget gate ft = (Wvxt + bv)  

8:  Compute the current cell state based on the previous cell state ct-1  

and forget gate ft. 

    ct = ft  ct-1 + (1 − ft)  x ̃t 

9:     Compute reset gate rt = (Wrxt + br)  

10:    The output of the SRU ht = rt  g(ct) + (1 − rt)  xt  

11:     The output of the BiSRU H = (
→

h, 


h)     

12:     Execute the softmax classifier y(H) = softmax(WdH + bd)  

13: End 

Output: Classification results y(H)  

5. EXPERIMENTS  

5.1 Dataset 

All experiments used the standard industrial dataset for Gas Pipeline presented by 

Mississippi State University in 2014. It has been widely used in recent years for simulation 

experiments of intrusion detection of ICSs [27, 28], which is collected from a set of Mod-

bus TCP-based natural gas pipeline systems, and its structure is similar to that of SCADA 

systems in real production environments. The Gas Pipeline dataset contains normal data 

and seven types of attack data. The details can be seen in Table 1. 

  

Table 1. Description of datasets. 

Type of Attacks  Abbreviation Number the Proportion 

Normal Normal(0) 61156 63.04% 

Naïve Malicious Response Injection NMRI(1) 2763 2.85% 

Complex Malicious Response Injection CMRI(2) 15466 15.94% 

Malicious State Command Injection MSCI(3) 782 0.81% 

Malicious Parameter Command Injection MPCI(4) 7637 7.87% 

Malicious Function Code Injection MFCI(5) 573 0.59% 

Denial of Service DOS(6) 1837 1.89% 

Reconnaissance Recon(7) 6805 7.01% 

5.2 Data Preprocessing 

(A) Low variance filter 

Gas Pipeline dataset is complex and variable, with many eigenvalues, but not every 

eigenvalue is well differentiated, i.e. it has a very low variance. Such eigenvalues have no 

value for analysis, and it is chosen to remove them directly. For example, if a column has 

a feature that takes a value of 1 in 95% of the instances in all input samples, then it can be 

assumed that the feature is not very useful. If 100% of them are 1, then this feature has no 
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meaning. In this paper, we chose to remove the 9 feature columns with the smallest vari-

ance, and finally obtained a dataset with 17-dimensional effective feature values.  

 

(B) Normalization 

The Gas Pipeline dataset has high-dimensional features and the maximum and mini-

mum value intervals of these features are large, so the data feature values are set in a small 

specific interval. Mapping features to the range [0,1] using min-max normalization. The 

normalized formula is shown below, 

min( )
.

max( ) min( )

q p

P

p p

x x
x

x x

−
 =

−
 (14) 

5.3 Experimental Hyperparameter Setting 

The experimental environment of this paper is as follows: Intel Core i7-9700H CPU, 

NVIDIA G-eForce GTX745 GPU, python3.6, tensorflow1.5.1 and 32 GB RAM. The net-

work parameters of the method proposed in this study are set as shown in Table 2. 

 

Table 2. Experimental parameters. 

Parameter Name  Value  

1D CNN  

Number of Filters 64 

Number of Convolution Kernels 3 

Activation Function tanh 

Dropout Rate 0.2 

BiSRU  

Depth 2 

Optimizer Adam 

Activation softmax 

Batch Size 132 

First Hidden Unit Size 64 

Second Hidden Unit Size 128 

Dropout Rate 0.2 

5.4 Benchmarking Metrics 

The Accuracy, Precision, Recall, and F1 are used as key performance indicators to 

evaluate the proposed method. The calculations of the four metrics are as follows, 

TN TP
Accuracy

TP FP TN TP

+
=

+ + +
 (15) 

TP
Precison

TP FP
=

+
 (16) 

TP
Recall

FN TP
=

+
 (17) 
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FNFPTP

TP
F

++
=

2

2
1  (18) 

where TP represents the anomaly traffic instances correctly classified. TN denotes the nor-

mal traffic instances correctly classified. FP is the normal traffic instances wrongly clas-

sified, and FN indicates the anomaly traffic instances wrongly classified. 

5.5 Performance Comparison 

We compare the experimental results of three machine learning methods and a deep 

learning optimized by swarm intelligence algorithm in the original paper with our approach. 

Three deep learning methods based on RNNs are selected for experiments, and the exper-

imental parameters are set in the original paper. As shown in Table 3, Table 3 shows our 

proposed method has the highest Accuracy, Precision, Recall and highest F1 on Gas Pipe-

line dataset with the shortest training time. This shows that our proposed method of ex-

tracting temporal and spatial features successfully improves the accuracy of intrusion de-

tection in ICSs, and the simplified SRU significantly saves the training time on the basis 

of ensuring the accuracy. 

 

Table 3. Benchmarking metrics for the different algorithms. 
Ref.  Technique Accuracy(%) Precision(%) Recall(%) F1(%) Trainging Time(s) 

[8]  SVM 92.5 78.2 93.6 85.2 − 
[9] Decision Tree 84.9 86.1 84.9 87 − 

[10] Naïve Bayes 71.94 70.6 71.9 71.24 − 

[15] 
CNN + Process 
State Transition 

94.1 70.7 90.2 82.1 − 

[16] RNN-IDS 94.5 77.99 79.84 78.9 − 
[17] BLSTM RNN 97.56 90.24 89.97 90.1 178 
[18] GRU 98.21 93.83 92.87 93.34 117 
Ours 1D CNN + BiSRU 98.86 95.76 95.81 95.78 49 

 

As shown in Fig. 6, the accuracy of our method for MSCI, MFCI, and DOS data in 

the Gas Pipeline dataset is significantly higher than that of other algorithms, which indi-

cates that our method has stronger learning ability for a small number of classes of samples. 

 

 
Fig. 6. Detection accuracy for normal data and various types of attack data. 
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The training accuracy and loss of our method are compared with three deep learning 

methods based on RNNs. Fig. 7 shows that our method is not only the first to converge, 

but also achieves the highest accuracy. This means that our intrusion detection method has 

the advantages of stability, high efficiency and high precision. Between 0 and 30 epochs, 

the accuracy of GRU and BLSTM RNN are basically the same, but after 30 epochs, the 

accuracy of GRU is slightly higher than that of BLSTM RNN. 
 

   
Fig. 7. Compare the loss convergence and accuracy of the proposed model with other three deep 

learning methods based on RNNs. 

5.6 Influence of Residual Structure on Model Accuracy 

This research compares models with the same parameters but no residual structure to 

verify the efficiency of the detection model in this paper. 

The ablation study results are shown in Table 4. Comparing metrics such accuracy, 

precision, recall and f1 score reveals that our proposed detection model has the best results. 

Without the 1D CNN part, the accuracy of the model is 0.9786, the precision is 0.9158, 

the recall is 0.9505, and the F1 is 0.9131. When the BiSRU part is deleted, the accuracy of 

the model is 0.9699, the precision is 0.8787, the recall is 0.8771, and the F1 is 0.8779. The 

accuracy of the proposed 1D CNN+BiSRU model is 0.9896, the precision is 0.9576, the 

recall is 0.9515, and the F1 is 0.9538. This shows that the spatial feature extraction method 

based on 1D CNN and the time feature extraction method based on BiSRU have important 

contributions to the intrusion detection of industrial control systems. 

 
Table 4. The ablation study results on testing dataset. 

Model Accuracy Precision Recall F1 

Model w/o 1D CNN 0.9786 0.9158 0.9105 0.9131 

Model w/o BiSRU 0.9699 0.8787 0.8771 0.8779 

1D CNN + BiSRU 0.9896 0.9576 0.9515 0.9538 

6. CONCLUSIONS 

This paper proposes an intrusion detection method for ICSs based on 1D CNN and 

BiSRU. Our main contribution is to introduce a deep feature extraction method that com-

bines spatial and temporal dimensions. First, a 1D CNN for spatial feature extraction of 

high-dimensional network traffic is proposed, and then propose a parallel-computing Bi-
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SRU anomaly traffic detection algorithm that uses a bidirectional structure to better extract 

the contextual features of network traffic. The experimental results show that our method 

has higher accuracy and computational efficiency compared with the latest methods. In the 

future, we will jointly use a population intelligence optimization algorithm to train 1D 

CNN and BiSRU, in order to improve the ability of model parameter seeking. 
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