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In this paper, we propose a new approach to reducing redundancy in the answers to 

a keyword query over large graph databases. Aiming to generate query results which are 
not only relevant but also has diverse structures and content nodes, we propose a method 
to find top-k answer sub-trees which should be in reduced forms and duplication-free in 
regard to the set of content nodes. To process keyword queries efficiently over large 
graph data, we suggest an efficient indexing scheme on the most relevant paths from 
nodes to keyword terms in the graph. We present a top-k query processing algorithm 
which exploits the pre-constructed indexes to search for a set of most relevant and 
non-redundant answers. We also provide a state space search algorithm to find most rel-
evant duplication-free answers in an efficient way. We show effectiveness and efficiency 
of the proposed approach in comparison with the previous methods using extensive ex-
periments on real graph datasets. 
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1. INTRODUCTION 
 

Recently, graph-structured data is widely used in various fields such as social net-
working, semantic web, linked open data, knowledge management and bio-informatics. 
A relational database also can be modeled as a directed graph based on foreign-key rela-
tionships existing among tuples. A graph database consists of nodes and edges, which 
represent relationships between entities effectively. As the amount of graph data increas-
es rapidly, an efficient and effective query system is much in need. Keyword search has 
been attracting a lot of attention since it provides a simple and user-friendly interface to 
querying graph data and allows users to express their information need using only a set 
of keyword terms [2, 6, 7, 11, 12, 14, 15, 17, 20, 21, 24]. 

Keyword search on graph data usually returns a set of connected sub-structures, 
such as sub-trees or sub-graphs, showing that which nodes include query keywords and 
how they are inter-connected in the graph database. Many approaches find minimal con-
nected sub-trees containing query keywords as succinct answers to a given query [2, 6, 7, 
11, 12, 14]. Since there can be a significant number of answer sub-trees in a large graph 
database, a relevance scoring function is often used to rank candidate answers and select 
top-k ones having the highest relevance. There have been proposed several approaches 
based on distinct root semantics, where for each node in the graph, at most one sub-tree 
rooted at the node is considered a possible answer to the query [6, 12, 14, 20]. The an- 
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swer tree consists of a set of content nodes containing all the query keywords as well as 
the nodes and edges on the shortest paths from the root to each content node. Its rele-
vance is usually computed by a function of the shortest paths, such as the sum of the path 
lengths. By reducing the number of sub-trees to be explored in the graph significantly, 
the search methods based on the distinct root semantics can process keyword queries 
over a large volume of data more efficiently than other approaches. It also facilitates ex-
ploiting indexes on graph data to improve query performance [12]. 

However, the previous methods have a common limitation; they can produce two 
kinds of ineffective answer trees called a non-reduced tree and a duplicate tree. The for-
mer is an answer tree where the root node has only a single child node and contains no 
query keyword. Note that a non-reduced answer tree always contains at least one reduced 
sub-tree which shares keyword nodes while it provides no more useful information than 
the reduced sub-tree. For example, consider a directed weighted graph G in Fig. 1, where 
nodes v4-v9 contain keyword terms and edges are labeled with a weight value indicating 
distance between adjacent nodes. Given a keyword query q1 = {k1, k2, k3} over graph G, 6 
trees shown at the right of G can be answers to query q1 since they are sub-trees of G 
which have all the keywords in q1 in their nodes. Note that T2 and T 2 are rooted at the 
same node v2 while having different nodes for keyword k3, i.e. v8 and v5, respectively. 
Since the distance from v2 to v8 is shorter than that from v2 to v5, conventional search 
methods based on the distinct root semantics usually select T2 as the answer tree rooted at 
v2. However, it should be noted that T2 is in a non-reduced form and has a smaller re-
duced answer tree T1 as a sub-tree, while T 2 is a reduced answer tree. Assuming that T1 is 
included in top-k query results earlier, selecting T 2 makes the search results more diverse 
than choosing T2 even though T 2 has a lower relevance score than T2. Similarly, it is also 
desirable to choose a reduced sub-tree T 3 instead of a non-reduced sub-tree T3 as an an-
swer tree rooted at node v1.  

The other ineffectiveness of the previous approaches is that their search results may 
have a lot of answer trees containing the same set of content nodes for given keywords. 
In many applications of keyword search on graph data, users often have interest in find-
ing different sets of content nodes which cover all the keywords in the query and are 
closely related to each other. For instance, in keyword search on the Web, users want to 
find different sets of Web pages that are close to each other and might not be interested 
in browsing multiple relations to see how the Web pages are related to each other [16]. 
However, a large amount of similar answers with a duplicate set of content nodes are 
often found in search on the Web, as well as in real graph data such as the Internet Movie 
Database and DBLP computer science bibliography. Thus, it is more desirable to find a 
set of relevant sub-trees containing a distinct set of content nodes than to retrieve a lot of 
sub-trees having duplicate content nodes with different connecting structures. 

For example, given a query q2 = {k1, k3, k4} over G in Fig. 1, a set of top-3 answers 
based on the distinct root semantics can be {T4, T5, T6}. Note that these sub-trees share 
the same set of content nodes {v4, v5} even though they have a different root node and 
connecting structure. Given that T4 is the most relevant answer with the highest relevance 
score, the other sub-trees T5 and T6 are called duplicate with T4 regarding content nodes. 
Meanwhile, if we select sub-trees T 5 and T 6 instead of T5 and T6, the set of answer trees 
{T4, T 5, T 6} are duplication-free and thus can provide more diverse results for q2. We 
also observe that in a set of reduced answer trees {T1, T 2, T 3} for query q1 = {k1, k2, k3} 
over G, T 3 has the same set of content nodes as T2. Therefore, it should be replaced with 
T 3 in order to avoid duplication in the sets of content nodes of the answer trees. 
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Fig. 1. Answers to example keyword queries q1 and q2 over graph data G. 

 
Top-k search results including many redundant answer trees such as non-reduced 

and duplicate trees have drawbacks. First, a lot of similar answers decrease diversity of 
the search results and they do not satisfy users who want to get various answers rather 
than similar ones. Second, if an answer tree in the query results turns out to be irrelevant 
to the query, most of the non-reduced or duplicate answer trees related with it would be 
also irrelevant to the query. It can degrade the quality of the query results severely.   

In this paper we propose a new approach to reducing redundancy in keyword search 
over graph databases and producing answer trees not only minimal and relevant to the 
query but also diverse in their structures and content nodes. Main contributions of the 
paper are as follows: 

 
 We suggest a non-redundant result structure for keyword queries over graph databases 

which includes only reduced and duplication-free sub-trees. 
 We present an effective indexing scheme on a subset of useful paths from nodes to 

keywords in graph databases. 
 We propose an efficient top-k query processing algorithm using the path indexes to find 

most relevant and non-redundant answer trees. 
 The effectiveness and efficiency of the proposed approach are evaluated with extensive 

experiments on real graph databases. 
 
The rest of the paper is organized as follows. Section 2 describes related work on 
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keyword search over graph data, and Section 3 defines an answer tree structure and a 
relevance measure for the answer trees. In Section 4, we propose three kinds of indexes 
on the paths in the graph. In Section 5, we describe an efficient query processing algo-
rithm to find top-k non-redundant answer trees using indexes and a state space search 
strategy. We demonstrate performance of the proposed method by extensive experi-
mental results in Section 6 and draw a conclusion in Section 7. 

2. RELATED WORK 

Most previous approaches to keyword search on graph data find minimal sub-trees 
containing query keywords [2, 6, 7, 11, 12, 14, 20, 24] while some recent studies propose 
to search for sub-graphs to provide more informative answers [15, 19, 21]. In this paper 
we adopt a tree-based approach to provide users with succinct answers to a query as well 
as to support efficient query processing over a large volume of graph databases. 

Most approaches searching for sub-trees in the graph are based on two different se-
mantics, namely Steiner tree semantics and distinct root semantics [27]. The Steiner tree 
semantics defines the weight of an answer tree by the total weight of the edges in the tree. 
Search methods based on this semantics aim to find answer sub-trees with the smallest 
weights. However, finding only an optimal answer sub-tree with the smallest weight, 
called a group Steiner tree, is known to be NP-complete [13]. Under distinct-root seman-
tics, sub-trees returned as query results must be rooted at a distinct node. Thus, for each 
potential root node in the graph, only a single sub-tree having a minimal weight is con-
sidered a candidate answer to the query, where the weight of a sub-tree is typically de-
fined by the sum of the weights of the shortest paths from its root to each keyword node. 
This semantics can deal with queries over a large graph database more efficiently than 
Steiner tree semantics [27].  

BANKS [2] presents a keyword search strategy performing backward expansion of 
the graph starting from the set of nodes containing query keywords to find relevant an-
swer sub-trees under the Steiner tree semantics. The Bi-directional Search proposed in 
[14] is based on distinct root semantics and enhances BANKS by allowing forward ex-
pansion from a potential root of an answer tree toward keyword nodes in addition to 
backward exploration. However, it does not take advantage of any prior knowledge on 
the graph and depends on a heuristic activation strategy hence it shows poor performance 
on large graph databases. BLINKS [12] uses an efficient indexing scheme on graph data 
to speed bi-directional exploration with a good performance guarantee. It pre-computes 
the shortest paths and their distances from nodes to keywords in the graph and stores 
them in sorted inverted lists and a hash map. By exploiting indexes, it can avoid a lot of 
explorations of the graph data and thus can find top-k answers efficiently. A study in [6] 
suggests creating and utilizing a multi-granular representation of a graph data to mini-
mize disk I/O, and presents search algorithms on multi-granular graphs extended from 
BANKS and Bi-directional Search. A recent work in [20] has proposed an extended an-
swer tree structure and search algorithm to produce various and effective top-k answers. 

These approaches, however, have a common drawback of producing sub-trees that 
are non-reduced or duplicate in content nodes as mentioned in the previous section. Alt-
hough graph exploration approaches such as BANKS and Bi-directional Search can de-
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tect and exclude such redundant answers, an exponential number of answer sub-trees 
should be probed in the graph, resulting in severe performance overhead. BLINKS does 
not take redundancy among query answers into account and creates indexes only on the 
single optimal path from each node to a keyword term in the graph. Therefore, even if a 
redundant answer tree is detected, it cannot find alternative answer trees rooted at the 
same node as the root of the redundant answer. For example, BLINKS cannot produce 
answer trees T 2, T3, T 5, and T 6 in Fig. 1 as the alternatives to the redundant answers T2, 
T3, T5, and T6, respectively.   

The problem regarding non-reduced answers and structural similarity in search re-
sults has been discussed in [11], but they suggest a search algorithm to enumerate answer 
sub-trees under the Steiner-tree semantics in an approximate order of their heights with 
polynomial delay. A recent study in [16] deals with duplication of content nodes in the 
answers to a keyword query. Their approach is different from ours in that it focuses on 
enumerating top-k duplication-free sets of content nodes in an approximate order of 
proximity of the nodes. It only finds a set of content nodes that covers input keywords as 
an answer to a query while our approach produces a sub-tree which exhibits relationships 
among the content nodes. Even if the other method is employed to retrieve an optimal 
sub-tree connecting the content nodes, sub-trees derived from different answers might 
share the same root node. Moreover, the proximity measure to evaluate the rank of the 
answers might not accurately represent the relevance of the sub-trees to the given query. 
The enumeration algorithm produces top-k duplication-free answers one by one with 
polynomial delay. Even though it exploits a pre-built index on the shortest distance be-
tween every pair of nodes and computes the proximity of the answer approximately, it is 
not practical and scalable for large amount of graph data. 

Diversifying search result has been studied in the literature of information retrieval, 
Web search, and recommender systems [1, 5, 8, 22, 23, 25, 26, 31]. However, it is not 
straightforward to adopt those approaches to keyword search over graph data since the 
structures of underlying data and query answers as well as relevance measures are dif-
ferent from those of the previous applications. 

On the other hand, spatial keyword search is extensively studied in the literature of 
spatial databases. It aims to find spatial objects which contain a set of keyword terms and 
are closest to a specified query location. Most approaches propose to use index structures 
which are usually based on a spatial indexing scheme such as R-tree and the inverted list 
index for text retrieval [4, 10, 18, 28, 29, 30]. [10] proposes an Information Retrieval 
R-Tree which combines R-Tree with text signatures to answer top-k spatial keyword 
queries. [29] uses a quad-tree structure to decompose data space into hierarchical cells 
and proposes a scalable integrated inverted index to manipulate spatio-textual infor-
mation efficiently. [30] also proposes an inverted linear quad-tree indexing scheme based 
on the inverted index and the linear quad-tree to effectively organize spatio-textual ob-
jects and a top-k spatial keyword search algorithm. [18] considers a direction constraint 
in spatial keyword queries and proposes an effective direction-aware index structure to 
prune search space in unnecessary directions. Some approaches consider finding a set of 
objects that cover the query keywords collectively. [28] focuses on the problem of 
m-closest keyword search which retrieves a set of closest objects matching m keywords. 
In addition, [4] studies the problem of collective spatial keyword search to find a group 
of spatial objects that contain query keywords and are nearest to the query location. 



CHANG-SUP PARK 

 

556

 

However, the spatial keyword search approaches mentioned above are inherently differ-
ent from the keyword search over graph-structured data because the spatial objects typi-
cally do not have relationships represented by a graph, the query includes a specific que-
ry location as well as keywords, and the query answers are usually single objects that are 
not only relevant to the keywords but also closest to the query location. Even though 
some approaches suggest a method to find spatially related objects as a collective answer 
to the query, they do not have a sub-tree or a sub-graph structure. Therefore, it is difficult 
to adopt the indexes and algorithms proposed by the spatial keyword search methods to 
the problem of keyword search on graph data. Moreover, redundancy in top-k answers 
has not been addressed in the previous approaches to spatial keyword search. 

3. PROBLEM DEFINITION 

A data graph G(V, E) is a directed weighted graph where nodes in V contain key-
words and edges in E have a weight representing distance between two incident nodes. 
The nodes containing a keyword k are called keyword nodes or content nodes regarding k 
and the set of those nodes is denoted by V(k). The length of a directed path between two 
nodes in G is defined as the sum of the weights on the edges in the path. Based on the 
general scheme suggested in [27], we define an answer to a keyword query over graph 
data as follows. 

 
Definition 1 (An answer to a keyword query). Given a graph G(V, E) and a query q = {k1, 
k2, …, kl} over G, an answer to q is a sub-tree T of G which contains a multiset C = {v1, 
v2, …, vl} of keyword nodes where vi  V(ki) (1  i  l) and satisfies the followings: (a) T 
contains the shortest path from its root to each node in C, (b) all the leaf nodes of T be-
long to C, and (c) if the root of T has only one child, it also belongs to C.             

 
We denote an answer tree having a root node n and a multiset C of keyword nodes 

by T(n, C). The shortest path from root n to a keyword node vi in C is called a root-to- 
keyword path for ki and denoted by nki or nvi. The conditions in Definition 1 specify 
that answer trees should only have the nodes that are necessary and sufficient to connect 
their content nodes. In particular, condition (c) requires that answer trees should be re-
duced, i.e., the root of an answer tree should have at least two child nodes or be a key-
word node in itself. Assume that the root of an answer tree T has only one child and is 
not a keyword node. Then there exists a sub-tree T' in T which is reduced and contains 
the same set of keyword nodes as T. Since T' is usually given the higher relevance score 
than T and thus preferred by search methods, T is a redundant answer to the query.  

To find the most relevant answers to a given query, we propose a measure to the 
relevance of answer trees taking both content nodes and root-to-keyword paths into ac-
count. First, given a node v having a query keyword k, the relevance of v to k can be 
computed based on the TF-IDF weighting scheme which is usually employed in infor-
mation retrieval over text documents [3]. For instance, adopting the weighting scheme 
used in Apache Lucene text search engine [32], the relevance of v to k is defined by 

2( ,  ) ( , ) (1 log( ))
( ) 1

V
rel v k tf k v

V k
  


 (1) 
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where |V| and |V(k)| are the numbers of nodes in V and V(k), respectively, and tf(k, v) is 
the number of occurrences of k in v. 

We also consider the length of the shortest path from a possible root node of an an-
swer tree to a keyword node containing a query keyword to measure the structural rele-
vance of the answer. Since the root node connects all the keyword nodes with each other 
in a given answer tree, it can be considered that the smaller the sum of the shortest dis-
tances from the root to each keyword node is, the more relevant to the query the answer 
tree is. We measure the relevance of a root-to-keyword path nvi by 

1
( ,  ) 1 log( )

( ,  ) 1i
i

rel n v
dist n v

 


                    (2) 

where dist(n, vi) denotes the length of the shortest path from n to vi. Now, the relevance 
measure for answer trees can be defined based on the above two scoring factors as fol-
lows. 
 
Definition 2 (A relevance scoring function for answer trees). Given an answer tree T(n, 
{v1, v2, …, vl}) to a query q = {k1, k2, …, kl}, the relevance of T to q is defined by 

1 1 max

( ,  )
( ,  ) ( ,  ,  ) ( ,  )

i l i l

i i
i i i

rel v k
rel T q rel n v k rel n v

r
   

     

where rmax is the maximal value of rel(v, k) for all keyword terms and nodes in G.     

 
In the above definition, the relevance of an answer tree to the given query is meas-

ured by the sum of relevance scores rel(n, vi, ki) of each root-to-keyword path from root n 
to keyword node vi for keyword ki contained in the answer tree. Given a graph data, we 
can pre-compute the shortest paths from each node to keyword nodes containing key-
word terms, as well as their relevance scores based on the above definition. Note that the 
pre-computed information can be used to build an effective index for processing queries, 
which will be described in detail in Section 4. Therefore, the proposed scoring function 
allows us to find the most relevant answer trees in an efficient way by exploiting path 
index. 

In this paper, we take a set of answer trees into consideration which are not only re-
duced but also duplication-free in regard to their content nodes containing query key-
words. It means that answer trees returned as a result of a query should have different 
sets of content nodes as well as a distinct root node to enhance diversity of the query re-
sult. Under these constraints, we search for the most relevant answers to the given query 
in an efficient way. 

4. INDEXING SCHEME 

To enable efficient search of top-k answers in a large graph database, we propose an 
indexing scheme for selected node-to-keyword paths in the graph data. Similar to the 
indexes used in BLINKS [12], it pre-computes the most useful paths using the relevance 
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measure proposed in the previous section and stores them in the keyword-node lists and 
node-keyword maps. 

Keyword-node lists, denoted by KNLists, are a set of inverted lists defined for each 
keyword term in the graph. A list KNList(k) for keyword k stores the most relevant 
node-to-keyword path from each node in the graph to a node containing k. Formally, let 
P(n, k) = {nvi | vi  V(k)} for node n and keyword k, and pm(n, k) be the optimal path in 
P(n, k) which has the highest relevance score, i.e.,  

( , )
( ,  ) arg max ( ,  ,  ).m

n v P n k
p n k rel n v k

 
  

KNList(k) stores index entries for the optimal paths pm(n, k) for all nodes n in the graph. 
The entry of pm(n, k) contains a quadruple (n, vm, fm, rm) where vm is the end node of pm(n, 
k) containing keyword k, fm is the first node on the path besides node n (i.e., the next 
node of n), and rm is the relevance score of the path, i.e., rel(n, k, vm). All the entries in 
KNList(k) are sorted in a decreasing order of relevance.  

KNLists index allows us to find the paths from a node to a keyword which are most 
relevant to a given query in an efficient way without performing backward exploration in 
the graph data proposed by BANKS [2]. Backward exploration means expanding nodes 
in the directed graph backwards starting from the set of keyword nodes containing any 
query keyword to find relevant paths for query answers. Our query processing algorithm 
can avoid such graph exploration using the proposed index. Specifically, given a query 
containing keyword k, the keyword-node list for k, i.e. KNList(k) is read sequentially and 
the most relevant paths from a node to a keyword node for k can be easily found in the 
order of relevance scores. The start nodes of the retrieved paths can be a potential root of 
a candidate answer tree. 

A primary node-keyword map, denoted by NKMap, is a hash map to store infor-
mation on the most relevant paths for each pair of node and keyword in the graph. For-
mally, for a pair of node n and keyword k, it stores an ordered list of entries for a pre- 
defined number of n-to-k paths which have the highest relevance scores in P(n, k), in-
cluding the optimal path pm(n, k) defined above. An entry for an n-to-k path contains a 
triple (vi, fi, ri), where the attributes denote the end node, first node, and relevance of the 
path, respectively, similar to the entry in the keyword-node list. The entries are stored 
and looked up in a hash map using the pair of n and k as a search key.  

NKMap index is used to find the optimal paths from the root node of a potential 
answer tree to the query keywords efficiently. We can find the most relevant paths from a 
given root node to any query keyword directly from the NKMap, and thus we can avoid 
forward exploration of the graph data which expands a lot of nodes along the directed 
edges starting from a set of potential root nodes towards some keyword nodes to find 
relevant paths for query keywords [14]. Moreover, since it stores alternative paths in ad-
dition to the optimal path from a node to a keyword term, our search algorithm can find 
an alternative answer tree for a given root node efficiently in case duplication of content 
nodes occurs among the candidate answer trees, which will be described in detail in Sec-
tion 5.3. 

In addition to NKMap, we also introduce a secondary node-keyword map, denoted 
by NKMaps, to store a node-to-keyword path as an alternative to the optimal path pm(n, k) 
for each pair of node n and keyword term k in the graph. It is the most relevant one 
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among the paths in P(n, k) which have a first node different from that of pm(n, k). This 
index is used to find the optimal reduced answer tree rooted at a given node, which will 
be detailed in Section 5.2. 

5. QUERY PROCESSING 

In this section, we propose a query processing algorithm to find k best non-redun- 
dant answer trees for a keyword query over graph databases, based on the answer struc-
ture, relevance measure, and path indexes presented in the previous sections. 
 
5.1 Outline of Top-k Query Processing  
 

Our query processing model is based on the Threshold Algorithm [9] which is pop-
ularly used to evaluate top-k queries on multi-dimensional data such as multimedia ob-
jects. It performs sequential scan on the pre-computed index lists of data items, which are 
sorted in a descending order of per-attribute scores, and searches for top-k items with the 
highest total scores aggregated from the index lists.  

 
Algorithm 1: Keyword Query Processing 
Input: a keyword query q = {w1, w2, …, wl} and kZ+ 
Output: a set of top-k answer trees for q 
1: a priority queue Qt  ; a set C   
2: curRel[i]  0.0 for all i[1, l] 
3: Let L(q) = {Li = KNList(wi) | wiq (1il)}. 
4:  while an entry exists in a list in L(q) do 
5:  Select a list Li in L(q) in a round-robin manner. 
6:  Read an entry (n, v, f, r) at the current position in Li. 
7:  curRel[i]  r 
8:  if n  C then 
9:   V[i]  (v, f, r) 
10:     for-each wj  q such that j  i do 
11:      Look up the first entry (vj, fj, rj) with key (n, wj) in NKMap. 
12:      if the entry was found then V[j]  (vj, fj, rj)  
13:      else goto line 21 
14:     if T(n, V) is a non-reduced sub-tree then   
15:      V  findReducedAnswer(n, V, q) 
16:     if V ≠  and T(n, V) is a duplicate answer tree then 
17:      V  findUniqueAnswer(n, V, q) 
18:     if V ≠  then Qt  Qt  {(n, V)} 
19:     C  C  {n} 
20:  if |Qt| = k and relk  1il curRel[i] then break 
21: Derive top-k answer trees from the top-k entries in Qt. 

 

Algorithm 1 shows a sketch of our keyword search algorithm. It employees a prior-
ity queue Qt to maintain k most relevant answer trees retrieved from the graph data. Given 
a keyword query q = {w1, w2, …, wl}, let L(q) be a set of keyword-node lists KNList(wi) 
for all wi in q. The algorithm performs sequential scan on the lists in parallel. That is, it 



CHANG-SUP PARK 

 

560

 

selects a list in L(q) in a round-robin manner and reads an entry from the list (see lines 
5-6). Whenever a new entry is retrieved from a list, its relevance value is recorded in an 
array curRel of the current relevance from each list in L(q) (line 7). If an entry (n, v, f, r) 
read from a list for a query keyword is the first one regarding an optimal root-to-keyword 
path from node n to a query keyword in q, entries regarding the optimal paths from n to 
all the other keywords in q are looked up in the node-keyword map NKMap and are 
stored in an array V (lines 8-13). If all the optimal paths for query keywords are found 
from NKMap, an optimal answer tree rooted at n can be derived. Then, the algorithm 
examines whether the tree is in a reduced form and contains a unique set of content nodes 
compared with the other candidate trees in top-k queue Qt. If it does not, an alternative 
answer tree rooted at n should be searched for using two algorithms which will be de-
tailed later (lines 14-17). The answer tree is stored in Qt if it is one of the k most relevant 
which have been found (line 18).  

In the scan of the keyword-node lists, if at least k answer trees are found and their 
relevance scores are no less than those of the answer trees that are not found yet from the 
lists, the query processing algorithm can terminate safely with the correct top-k answer 
trees in Qt for the given query. Since the entries in keyword-node lists are sorted in a 
decreasing order of relevance, the sum of the relevance values in the array curRel can 
serve as an upper bound of the relevance of the answer trees that have not been found yet. 
Thus, the algorithm stops list scan and returns the top-k answers in Qt if the following 
condition is satisfied: 

 

|Qt| = k and relk  1il curRel[i],     
 

where relk is the relevance score of the kth relevant answer tree in Qt (lines 20-21). 
 
5.2 Finding Reduced Answers 
 

Given a potential root node, Algorithm 1 searches for an optimal answer tree con-
sisting of the most relevant root-to-keyword paths for query keywords. It is a non-re- 
duced answer tree if and only if the first nodes of all the root-to-keyword paths in the tree 
are equal to the only child of the root. Thus, we can see if an answer tree is reduced or 
not by examining the first nodes of all root-to-keyword paths. However, it should be 
considered that if the root is selected as a keyword node for all the query keywords, the 
root node itself can be a reduced answer tree. 

Assume that an optimal answer tree T(n) rooted at node n is not a reduced tree. If 
there exist more than one reduced answer tree rooted at the same node n, the one with the 
highest relevance score should be chosen as an alternative to T(n). For a keyword w in q, 
let pa(n, w) be the path from n to a keyword node v in V(w) which has the first node dif-
ferent from that of pm(n, w) and has the highest relevance score. Formally, assuming that 
Pa(n, w) = {nv | vV(w), f(nv)  f(pm(n, w))} where f is a function from a path to the 
first node of the path, 

 

( , )

( , ) arg max  ( , , ).
a

a
n v P n w

p n w rel n v w
 

      
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Also suppose that Ti(n) be a sub-tree derived from T(n) by replacing the optimal path 
pm(n, wi) with pa(n, wi) for a keyword wi in q. That is,  

 
Ti(n) = {pa(n, wi)}{pm(n, wj) | wj  q, j  i}. 

 
Note that Ti(n) is a reduced answer to q since the first node of pa(n, wi) is not equal to 
those of the other root-to-keyword paths pm(n, wj) for keywords wj in q (j  i). Now, 
among l alternative sub-trees Ti(n) of T(n) (1  i  l), the one with the highest relevance 
is the best reduced answer tree rooted at n.  

For example, a graph shown in Fig. 2 contains keywords w1 and w2 in the set of 
nodes V(w1) and V(w2), respectively. Assuming that all nodes have the same relevance to 
the keywords they contain, the most relevant paths pm(n, w1) from n to w1 is nv1 and 
pm(n, w2) from n to w2 is nv2. Thus, given a query q = {w1, w2} over the graph, the op-
timal answer tree T(n) rooted at n consists of these two paths. However, T(n) is a 
non-reduced sub-tree since two paths share the same first node f3. Note that an alternative 
path pa(n, w1) from n to a node in V(w1) is nv4 and a path pa(n, w2) from n to a node in 
V(w2) is nv5. Using one of these paths, we can get two relevant reduced answer trees 
rooted at n, i.e., T1(n) = {pa(n, w1)}  {pm(n, w2)} = {nv4}  {nv2} and T2(n) = 
{pm(n, w1)}  {pa(n, w2)} = {nv1}  {nv5}. Since T1(n) has the higher relevance 
score than T2(n), it is the most relevant one among 36 reduced answer sub-trees rooted at 
n in the graph, and thus it should be selected as a candidate answer to the query. Note 
that if we choose path nv3 as an alternative path to pm(n, w1) or pm(n, w2), it will lead to 
another non-reduced sub-tree the root of which has only one child node f3. 

 
Fig. 2. An example of finding the optimal reduced answer tree. 

 
Algorithm 2: Find Reduced Answer 
Input: a nodeID n, an array V of (nodeID, nodeID, rel)’s, and a query q 
Output: an array V[1..l] of (nodeID, nodeID, rel)’s 
1: A[i]  null for all i[1, l] 
2: for-each wi  q do  
3:   Look up an entry (vi, fi, ri) with key (n, wi) in NKMaps. 
4:  if the entry was found then A[i]  (vi, fi, ri) 
5: if A[i] = null for all i[1, l] then return  
6: else  
7:    Find i[1, l] such that (V[i].rel  A[i].rel) is minimal. 
8:    V[i]  A[i] 
9:  return V 
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To find optimal reduced answer trees efficiently without exploring the entire graph 
data, Algorithm 2 exploits the NKMaps index proposed in Section 4.1, which stores the 
optimal alternative paths pa(n, w) defined above for all pairs of node n and keyword w in 
the graph. Given a non-reduced optimal answer tree T(n), it first looks up in NKMaps the 
entries for alternative paths from n to all the query keywords (lines 2-4). An optimal re-
duced answer tree can be easily obtained by selecting such a query keyword wi that dif-
ference between pm(n, wi) and pa(n, wi) is the smallest and then by replacing pm(n, wi) 
with pa(n, wi) in T(n) (lines 7-8). 

 

5.3 Finding Duplication-Free Answers 
 

Now, we focus on finding top-k answer trees which are duplication-free in regard to 
content nodes. An answer tree T1 which belongs to a set A of top-k answer trees to a giv-
en query is a duplicate answer if and only if there exists an answer tree T2 in A (T2  T1) 

which contains the same set of content nodes as T1 and has no smaller relevance score 
than T1. When a duplicate answer tree T(n, C) rooted at a specific node n is produced in 
query processing, we aim to find an alternative answer tree T(n, C') which is rooted at the 
same node n and has a set C' of content nodes different from those of all the other candi-
date answer trees in top-k queue Qt. Assuming that the graph has at most p paths from 
node n to each keyword in the query of size l, pl answer trees rooted at n can be derived 
from the combinations of root-to-keyword paths. To find an optimal one which is not a 
duplicate tree and has the highest relevance score efficiently without taking all the possi-
ble answer trees into consideration, we suggest a state space search algorithm based on a 
branch-and-bound strategy.  

As shown in Fig. 3, search space consists of an ordered tree of states. Each state 
represents a unique combination of l paths from the same node to all query keywords and 
thus defines an answer tree. In the tree of states, each state has p child states, which 
choose one of p paths from the root to keyword nodes containing the same keyword in a 
decreasing order of relevance from left to right. Without loss of generality, we assume 
that the states at level i (1  i  l) choose a different root-to-keyword path for a keyword 
wi in a given query q = {w1, w2, …, wl}. We also assume that they inherit from their par-
ent state the root-to-keyword paths to the keywords in {w1, w2, …, wi-1} while they have 
the most relevant root-to-keyword path for the keywords in {wi+1, wi+2, …, wl}. For ex-
ample, suppose that a query q = {w1, w2, w3} is given and the graph has three different 
paths from root n to each query keyword. Fig. 3 shows a part of the state tree where each 
state contains an array of index numbers indicating root-to-keyword paths selected for 
the query keywords. We can see that the sibling states shown at level 2 contain one of 
three paths to keyword w2 identified by a different index number, and all the states inherit 
a root-to-keyword path to keyword w1 identified by the index number 1 from their parent 
state s0. For keyword w3, they all have the optimal path to w3 denoted by the index num-
ber 1 stored in the third entry of the arrays. Note that in the tree of states, an answer tree 
represented by state s has no smaller relevance score than those derived from the de-
scendent states of s. It should be also noted that since sibling states contain a different 
path to the same query keyword in a descending order of relevance, the answer tree de-
rived from state s has no smaller relevance than those derived from the right siblings of s. 
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Considering these characteristics, we can explore the search space in an efficient way by 
pruning a large number of irrelevant states.  

  
Fig. 3. A tree of states generated in state space search to find an optimal duplication-free answer. 

 
Algorithm 3: Find Unique Answer.
Input: a nodeID n, an array V of (nodeID, nodeID, rel)’s, and a query q 
Output: an array V[1..l] of (nodeID, nodeID, rel)’s 
1: UB  rel(T(n, V), q), LB  relk, bestSolution   
2: a priority queue Qs {s0}, where s0 is an initial state. 
3: while there exists a state in Qs do 
4:  e  a state in Qs whose score is maximal 
5:  Qs  Qs / {e} 
6: if score(e)  LB then break 
7:  repeat  
8:   if e has the next sibling state then 
9:   Generate the next sibling state s of e using NKMap. 
10:  if score(s) > LB then  
11:  if score(s)  UB then 
12:     if s is a solution state then  
13:     bestSolution  s; LB  score(s) 
14:    else Qs  Qs  {s}  
15:    else Qs  Qs  {s}  
16: if e is a non-leaf state then 
17:   Generate the first child state c of e. 
18:   e  c 
19: else  e   
20:  until e =  
21: if bestSolution   then 
22:   for-each wi  q do  
23:  V'[i]  (vi, fi, ri) of the path from n to wi selected by bestSolution  
24:   return V' 
25: else return  

 
Algorithm 3 shows a pseudo-code of our best-first state space search algorithm. It 

uses a priority queue Qs to store non-solution states which should be further expanded. 
As shown in line 2, it is initialized by state s0 which represents a duplicate answer sub- 
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tree given to the algorithm. We assume that it consists of the best root-to-keyword paths 
for all the query keywords (see Fig. 3). The state search starts from the initial state s0 in 
Qs. At each round of the algorithm, a state e with the highest score is selected from the 
priority queue (line 4), where the score of a state is defined by the sum of relevance of 
the paths chosen by the state, i.e. the relevance of the answer tree defined by the state. If 
the score of e is greater than that of the best state found, denoted by LB, the next sibling 
state s of e is generated and investigated (lines 8-15). NKMap index is used to retrieve 
information on a relevant path for a new state efficiently. If the score of s is no greater 
than LB, all of its descendent states can be safely excluded from further exploration (refer 
to line 10). Otherwise, if the score of s is no greater than that of the duplicate answer tree 
denoted by state s0 and s is a solution state, i.e., a reduced and unique answer tree with 
respect to the candidate answers in top-k queue, it is a new best solution (lines 11-13). 
Otherwise, it is stored in the queue Qs. Subsequently, if e is not a leaf state, the first child 
of e is generated and the above process is repeated on it (lines 16-18). In Fig. 3, for ex-
ample, the shaded nodes indicate the states generated and investigated in the first round 
of the outermost loop of the algorithm. Note that during the best-first search, if a state 
chosen in Qs derives no better answer trees than the current best solution state, the algo-
rithm terminates and returns the information on the root-to-keyword paths selected by the 
best solution state. It represents the most relevant and unique answer tree rooted at a 
given node n (line 6 and lines 21-24).  

It should be noted that if the new answer tree found replaces one of the previous 
candidate answer trees in the top-k queue which is duplicate with regard to the new an-
swer (line 18 of Algorithm 1), an alternative to the duplicate answer tree should be sub-
sequently searched in the graph. We omit the details in the algorithm above for the sake 
of simplicity of description. 

 
5.4 Performance Analysis  
 

The query processing algorithm proposed above exploits the path indexes consisting 
of inverted lists for keywords and hash maps for node-keyword pairs. As shown in Algo-
rithm 1, it performs parallel scan of the inverted lists for query keywords in parallel 
based on the Threshold Algorithm [9]. BLINKS method also adopts a similar strategy, 
which is proven to be optimal within a factor of the size of the query [12].  

Given a graph with n nodes, the size of the proposed Keyword-Node List for a key-
word term k is O(n) since for each node in the graph it stores the most relevant one 
among the paths from the node to the keyword, if any. Thus, given an l-keywords query, 
lines 5-20 in the outermost loop in Algorithm 1 execute in O(l·n) in worst case. In prac-
tice, however, the number of entries in KNList(k) is much smaller than n if a keyword k 
appears a subset of nodes and they are also reachable from a subset of nodes in the graph.  

Note that lines 9-19 in Algorithm 1 executes at most n times since our approach is 
based on the distinct root semantics. NKMap index is looked up l1 times in line 11, and 
NKMaps is used l times in line 3 of Algorithm 2 which is invoked in line 15 of Algorithm 
1. On the other hand, Algorithm 3 which is invoked in line 17 generates at most pl states 
in state space search where p is the number of relevant paths stored in NKMap index for 
a pair of node and keyword. Thus, it costs O(pl) in worst case while the proposed best- 
first search algorithm can prune a large portion of irrelevant states in the search space, as 
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shown in the experiments in Section 6. As a result, the total time complexity of the pro-
posed top-k query processing algorithm is O((l + pl)·n). 

6. PERFORMANCE EVALUATION 

We evaluate effectiveness and efficiency of the proposed approach by conducting 
experiments using real graph datasets. Two variants of our approach are tested: a method 
called Reduced which searches only for reduced answer trees without considering con-
tent nodes duplication and the other one called Red&Dup-free which produces answers 
that are both reduced and duplication-free. We selected BLINKS as a baseline method 
for performance comparison since it is most popular and practical top-k keyword search 
algorithm for a large amount of generic graph data. Similar to our approach, it finds 
sub-trees under the distinct root semantics and exploits pre-computed indexes on the 
graph to find optimal top-k answer trees efficiently in large graph data. We also experi-
ment with a modified version of BLINKS, called BLINKS-N, which detects non-reduced 
or duplicate sub-trees and excludes them from the candidate answers to the query during 
search process. All the considered algorithms are implemented in Java 6.  

As for the test dataset, we use two real graph data, a geographic database Mondial1 
and a movie database IMDB2. From Mondial, we select a subset of entities and relation-
ships and build a graph including 6,431 nodes, 19,951 edges, and 15,815 keyword terms. 
In IMDB, we use data on about 147K movies as well as data on actors, actresses, and 
directors related to the movies to construct a large graph consisting of about 831K nodes, 
2.82M edges, and 303K keyword terms. In implementation of indexing and search algo-
rithms, we used JGraphT3 library to construct in-memory data structures and to compute 
the shortest paths between pairs of nodes in the graphs based on Bellman-Ford algorithm. 
We also exploited Apache Lucene4 library to extract keywords from nodes in the graph 
and compute the relevance of the nodes to keyword terms based on Eq. (1). For the sake 
of simplicity and efficiency of experiments, we assume that all edges have the same 
weight of 1 and consider only the node-to-keyword paths the length of which are no 
longer than 5. Table 1 shows a set of test keyword queries over two graph datasets, which 
have been processed by considered methods to find top-k answers. The experiments have 
been conducted on a LINUX server having 10 1.7GHz hexa-core CPUs and 32GB RAM. 

 
Table 1. Test queries. 

Dataset Query Keyword list Dataset Query Keyword list 

Mondial 

Q1 Alaska, arctic, sea 

IMDB

Q11 elf, dwarf, fantasy 
Q2 cape, gulf, Africa Q12 earthquake, flood, disaster 
Q3 Vienna, Donau, Alps Q13 alien, robot, attack 
Q4 caldera, lake, America  Q14 explosion, collapse, rescue 
Q5 lake, Quebec, Canada Q15 disaster, rescue, hero 
Q6 Himalaya, India, Pakistan Q16 emperor, war, battle 
Q7 river, Minnesota, Louisiana Q17 space, earth, return 
Q8 lake, Michigan, Ontario Q18 travel, moon, mars 
Q9 city, desert, California Q19 earth, sea, ocean 
Q10 island, Vancouver, Seattle Q20 time, travel, future 

 
 1 http://www.dbis.informatik.uni-goettingen.de/Mondial/ 
2 http://www.imdb.com/ 
3 http://www.jgrapht.org/ 
4 http://lucene.apache.org/ 
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6.1 Goodness of Answers 
 

Fig. 4 shows the number of non-reduced and duplicate sub-trees included in the 
answers to the test queries produced by BLINKS method. It indicates that top-10, top-20, 
and top-30 answers to the queries over Mondial data have 1, 6, and 13 non-reduced an-
swers and 3, 10, and 18 duplicate answers respectively on average. For the queries over 
IMDB data, BLINKS returns 1, 4, and 9 non-reduced trees and 5, 14, and 23 duplicate 
trees respectively in top-10, top-20, and top-30 answers on average. We can observe that 
as the number of query answers increases, the proportions of non-reduced trees and du-
plicate trees in the results also grow. The average numbers of non-reduced and duplicate 
trees in top-30 answers to a test query generated by BLINKS amount to about 37% and 
70%, respectively, of the entire answers. In contrast, BLINKS-N and Reduced have pro-
duced no answer tree in a non-reduced form, and Red&Dup-free has returned neither 
non-reduced nor duplicate answer trees for all the test queries.  

 

 
                        (a) Number of answers in a non-reduced form. 

 
(b) Number of answers having a duplicate set of content nodes. 

Fig. 4. Redundant answers in top-k results produced by BLINKS. 
 

To evaluate and compare the effectiveness of different search methods, we use a 
measure for goodness of top-k answers produced by each method, which is based on two 
factors, i.e. diversity and relevance of the answers. Given a keyword query q, let A = {T1, 
T2, …, Tk} be an ordered set of top-k answer trees which satisfies rel(Ti, q)  rel(Tj, q) for 
all i < j, and let o(Ti, A) denote the order of Ti in A. The diversity of A is defined as the 
proportion of the answer trees in A which are reduced and also unique in terms of content 
nodes containing query keywords. Formally,  
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( )
( ) ,

N A
div A

A
      

 
where N(A) = {Ti | Ti is a reduced tree in A, and there is no Tj in A such that o(Tj, A) < o(Ti, 
A) and Tj has the same set of content nodes as Ti}. 

The relevance of A is measured by the average of the relevance scores of the answer 
trees in A normalized by the highest relevance score of the best answer tree. That is, 
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1
( )= ( , ),

( , ) i
i k

rel A rel T q
k rel T q         

 
where rel(Ti, q) is the relevance score of the ith answer tree Ti in A for query q. Finally, 
the goodness of A is computed as the multiplicative combination of diversity and rele-
vance of A as follows. 
 

( ) ( ) ( ),goodness A div A rel A       

 
where  is a weighting parameter, which is set to 1 in our experiments. 

Figs. 5-7 respectively present the diversity, relevance, and goodness of top-30 an-
swers to each test query obtained by each method. As shown in Fig. 5, it is obvious that 
Red&Dup-free produces the most diverse results without either non-reduced or duplicate 
answer trees. Meanwhile, diversity of the answers by BLINKS is the lowest among all 
methods, which is only about 37% of that of the answers by Red&Dup-free on average 
over Mondial data. The query answers generated by Reduced and BLINKS-N include 
many duplicate trees hence their average diversity scores are also small, which are about 
54% of that of Red&Dup-free. For the queries on IMDB, differences in diversity between 
Red&Dup-free and the other methods are larger than those for the queries over Mondial. 

On the other hand, relevance of query answers is shown to be in contrast with their 
diversity. Fig. 6 indicates that all relevance scores obtained by the methods other than 
BLINKS are no higher than those by BLINKS and the result by Red&Dup-free has the 
lowest in the most of queries. Specifically, the relevance of the query answers on Mondi-
al generated by BLINKS-N, Reduced, and Red&Dup-free is respectively about 8.8%, 
6.1%, and 11.8% lower than that of BLINKS on average. This is due to the fact that the 
methods besides BLINKS make an attempt to avoid non-reduced and/or duplicate answer 
trees even though they are the best answers in terms of relevance to the query. Note that 
our Reduced method has achieved more relevant answers than BLINKS-N in the most 
queries by finding the most relevant reduced answer tree as an alternative to a non-re- 
duced one. For the queries on IMDB data, the differences in relevance of the answers are 
not significant and the average relevance score of our Red&Dup-free method is only 
about 4.4% lower than that of BLINKS. 

Fig. 7 shows goodness of top-30 answers to each test query generated by each 
method. For the most queries, goodness of the answers by Red&Dup-free is much higher 
than that of the results by BLINKS due to a large gap in diversity of the answers between 
two methods.  
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(a) Queries on Mondial.                     (b) Queries on IMDB.   

Fig. 5. Diversity of top-30 answers. 
 

 
(a) Queries on Mondial.                       (b) Queries on IMDB.   

Fig. 6. Relevance of top-30 answers. 
 

 
(a) Queries on Mondial.                      (b) Queries on IMDB.   

Fig. 7. Goodness of top-30 answers. 
 

Fig. 8 indicates that average goodness of top-30 answers by Red&Dup-free on the 
Mondial and IMDB data has improved by more than 140% and 310%, respectively, over 
the answers by BLINKS. Meanwhile, the goodness score of Reduced has increased by 
about 34.4% on Mondial data and by about 10% over IMDB data on average compared 
to the result by BLINKS. Figs. 9 (a) and (b) show that goodness of the answers by all 
methods degrades as the number of answers to be found increases. However, we can ob-
serve in Figs. 9 (c) and (d) that goodness of the answers by three methods besides 
BLINKS improves more over the results by BLINKS as the value of k grows. Especially, 
Red&Dup-free method has achieved significant enhancement on the goodness of answers, 
which is nearly proportional to the number of query answers to be returned. 
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Fig. 8. Average goodness of top-30 answers obtained by each method. 

 

 
(a) Average goodness (Mondial).           (b) Average goodness (IMDB). 

 
(c) Improvement over BLINKS (Mondial).  (d) Improvement over BLINKS (IMDB). 

Fig. 9. Average goodness of top-k answers with varying k. 
 

6.2 Execution Efficiency  
 

To evaluate execution efficiency of our approach, we measure and compare the time 
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BLINK on average. On IMDB data, their average execution times increase by about 37% 
and 51% respectively than that of BLINKS. This is due to the overhead required in the 
search of optimal reduced answers and duplication-free answers to the given queries.  

Fig. 11 shows that average execution time of each method spent in finding top-k 
answers to the queries over IMDB data increases linearly with the number k of answers 
to be found. The proposed methods have a little larger growth rate than BLINKS while 
the execution time of BLINKS-N increases most rapidly.   
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(a) Queries on Mondial.                     (b) Queries on IMDB. 

 
(c) Average execution time. 

Fig. 10. Execution time to find top-30 answers. 
 

 
Fig. 11. Average execution time to find top-k answers with varying k. 
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es in proportion to the number of answers to be returned, while our best-first search 
strategy can achieve a large amount of performance improvement over the naïve ap-
proach with increasing values of k.  

 

 
                         (a) Number of states generated. 

 
(b) Execution time. 

Fig. 12. Performance of the state search algorithm to find top-30 duplication-free answers. 
 

 
(a) Average number of states generated.          (b) Average execution time. 

Fig. 13. Performance of the state space search algorithm with varying k. 

7. CONCLUSIONS 

In this paper, we proposed a new approach to processing keyword queries over 
graph databases to find a set of answers that are not only minimal and relevant to the 
query but also non-redundant and diverse in their structures and content nodes. We sug-
gested an efficient indexing scheme to compute and store the most relevant paths from 
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top-k answers efficiently by exploiting the pre-constructed indexes. Effectiveness and 
efficiency of the proposed method have been demonstrated by extensive experimental 
study using real graph datasets in comparison with the previous methods. By producing 
non-redundant and relevant answer trees for a given keyword query, our approach can 
provide the users with diverse and meaningful results to satisfy their various information 
need on large graph databases. 

REFERENCES 

1. A. Angel and N. Koudas, “Efficient diversity-aware search,” in Proceedings of ACM 
SIGMOD Conference on Management of Data, 2011, pp. 781-792.  

2. G. Bhalotia, A. Hulgeri, C. Nakhe, S. Chakrabarti, and S. Sudarshan, “Keyword 
searching and browsing in databases using BANKS,” in Proceedings of IEEE Inter-
national Conference on Data Engineering, 2002, pp. 431-440. 

3. S. Buttcher, C. Clarke, and G. Cormack, Information Retrieval: Implementing and 
Evaluating Search Engine, MIT Press, MA, 2010. 

4. X. Cao, G. Cong, C. S. Jensen, and B. C. Ooi, “Collective spatial keyword querying,” 
in Proceedings of ACM SIGMOD Conference on Management of Data, 2011, pp. 
373-384. 

5. G. Capannini, F. M. Nardini, R. Perego, and F. Silvestri, “Efficient diversification of 
web search results,” in Proceedings of the VLDB Endowment, Vol. 4, 2011, pp. 451- 
459.  

6. B. Dalvi, M. Kshirsagar, and S. Sudarshan, “Keyword search on external memory 
data graphs,” in Proceedings of the VLDB Endowment, Vol. 1, 2008, pp. 1189-1204.  

7. B. Ding, J. X. Yu, S. Wang, L. Qin, X. Zhang, and X. Lin, “Finding top-k min-cost 
connected trees in databases,” in Proceedings of IEEE International Conference on 
Data Engineering, 2007, pp. 836-845.  

8. M. Drosou and E. Pitoura, “Search result diversification,” ACM SIGMOD Record, 
Vol. 39, 2010, pp. 41-47.  

9. R. Fagin, A. Lotem, and M. Naor, “Optimal aggregation algorithms for middleware,” 
Journal of Computer and System Sciences, Vol. 66, 2003, pp. 614-656.  

10. I. D. Felipe, V. Hristidis, and N. Rishe, “Keyword search on spatial databases,” in 
Proceedings of IEEE International Conference on Data Engineering, 2008, pp. 656- 
665. 

11. K. Golenberg, B. Kimelfeld, and Y. Sagiv, “Keyword proximity search in complex 
data graphs,” in Proceedings of ACM SIGMOD Conference on Management of Data, 
2008, pp. 927-940.  

12. H. He, H. Wang, J. Yang, and P. S. Yu, “BLINKS: ranked keyword searches on 
graphs,” in Proceedings of ACM SIGMOD Conference on Management of Data, 
2007, pp. 305-316.  

13. F. K. Hwang and D. S. Richards, “The Steiner tree problem,” Networks, Vol. 22, 
1992, pp. 55-89. 

14. V. Kacholia, S. Pandit, S. Chakrabarti, S. Sudarshan, R. Desai, and H. Karambelkar, 
“Bidirectional expansion for keyword search on graph databases,” in Proceedings of 
the 31st VLDB Conference, 2005, pp. 505-516.  



REDUCING REDUNDANCY IN KEYWORD QUERY PROCESSING ON GRAPH DATABASES 573

15. M. Kargar and A. An, “Keyword search in graphs: finding r-cliques,” in Proceedings 
of the VLDB Endowment, Vol. 4, 2011, pp. 681-692.  

16. M. Kargar, A. An, and X. Yu, “Efficient duplication free and minimal keyword 
search in graphs,” IEEE Transactions on Knowledge and Data Engineering, Vol. 26, 
2014, pp. 1657-1669.  

17. W. Le, F. Li, A. Kementsietsidis, and S. Duan, “Scalable keyword search on large 
RDF data,” IEEE Transactions on Knowledge and Data Engineering, Vol. 26, 2014, 
pp. 2774-2788.  

18. G. Li, J. Feng, and J. Xu, “Desks: direction-aware spatial keyword search,” in Pro-
ceedings of IEEE International Conference on Data Engineering, 2012, pp. 474-485. 

19. G. Li, B. C. Ooi, J. Feng, J. Wang, and L. Zhou, “EASE: an effective 3-in-1 keyword 
search method for unstructured, semi-structured and structured data,” in Proceedings 
of ACM SIGMOD Conference on Management of Data, 2008, pp. 903-914.    

20. C.-S. Park and S. Lim, “Efficient processing of keyword queries over graph data-
bases for finding effective answers,” Information Processing and Management, Vol. 
51, 2015, pp. 42-57.    

21. L. Qin, J. X. Yu, L. Chang, and Y. Tao, “Querying communities in relational data-
bases,” in Proceedings of IEEE International Conference on Data Engineering, 2009, 
pp. 724-735.   

22. F. Radlinski and S. Dumais, “Improving personalized web search using result diver-
sification,” in Proceedings of the 29th ACM SIGIR Conference on Research and 
Development in Information Retrieval, 2006, pp. 691-692.   

23. D. Rafiei, K. Bharat, and A. Shukla, “Diversifying web search results,” in Proceed-
ings of the 19th International Conference on World Wide Web, 2010, pp. 781-790. 

24. T. Tran, S. Rudolph, P. Cimiano, and H. Wang, “Top-k exploration of query candi-
dates for efficient keyword search on graph-shaped (RDF) data,” in Proceedings of 
IEEE International Conference on Data Engineering, 2009, pp. 405-416. 

25. D. Vallet and P. Castells, “Personalized diversification of search results,” in Pro-
ceedings of the 35th ACM SIGIR Conference on Research and Development in In-
formation Retrieval, 2012, pp. 841-850.    

26. S. Vargas and P. Castells, “Rank and relevance in novelty and diversity metrics for 
recommender systems,” in Proceedings of the 5th ACM Conference on Recommend-
er Systems, 2011, pp. 109-116.  

27. J. X. Yu, L. Qin, and L. Chang, “Keyword search in relational databases: a survey,” 
Bulletin of IEEE CS on Data Engineering, Vol. 33, 2010, pp. 67-78.  

28. D. Zhang, Y. M. Chee, A. Mondal, A. K. H. Tung, and M. Kitsuregawa, “Keyword 
search in spatial databases: Towards searching by document,” in Proceedings of 
IEEE International Conference on Data Engineering, 2009, pp. 688-699. 

29. D. Zhang, K.-L. Tan, and A. K. H. Tung, “Scalable top-k spatial keyword search,” in 
Proceedings of International Conference on Extending Database Technology, 2013, 
pp. 359-379. 

30. C. Zhang, Y. Zhang, W. Zhang, and X. Li, “Inverted linear quadtree: Efficient top-k 
spatial keyword search,” IEEE Transactions on Knowledge and Data Engineering, 
Vol. 28, 2016, pp. 1706-1721. 

31. C.-N. Ziegler, S. M. McNee, J. A. Konstan, and G. Lausen, “Improving recommen-
dation lists through topic diversification,” in Proceedings of the 14th International  



 

574

32. A
a

Conference on
Apache Softw
apache.org/co
 
 

n World Wide
ware Foundati
ore/5_5_0/inde

Cha
Science f
in 2002. H
en’s Uni
graph dat
ysis, and 

 
 

CHANG-S

e Web, 2005, p
ion, “Apache 
ex.html. 

ang-Sup Park
from Korea Ad
He is currentl
versity in Se
tabase, seman
query optimiz

SUP PARK 

pp. 22-32. 
lucene 5.5.0 

k received h
dvanced Instit
ly an Associat
eoul, Korea. 
ntic web, infor
zation. 

documentatio

his Ph.D. deg
tute of Scienc
te Professor a
His research 

rmation retriev

on,” https://luc

gree in Comp
ce and Techno
at Dongduk W

interests inc
val, big data a

cene. 

puter 
ology 

Wom-
clude 
anal-



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


