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With the rapid development of computer science, technologies such as virtual reality 

and semantic feature fusion have been greatly developed in recent years. In order to con-

struct a digital media intelligent art creation model, this paper first designs a digital media 

intelligent creation framework based on virtual reality and maintains the original pattern 

and color distribution of natural images as accurately as possible. This method first per-

forms automatic color segmentation and clustering on the image to extract key lines; then, 

re-colors the different segmented regions; and finally completes the detail enhancement. 

For the optimization of color matching, the algorithm integrates the contrast of the color 

block, and uses the differential evolution strategy to optimize the color configuration 

scheme. In addition, this paper also proposes a generative adversarial network-based on 

semantic feature fusion for digital media intelligent art creation. The network introduces 

multi-scale feature fusion by embedding the residual block feature pyramid structure and 

directly generates the final fine image by adaptively fusing these features. Only one dis-

criminator can generate a realistic image of 256px  256px. The experimental results have 

shown that this paper makes full use of virtual reality and semantic feature fusion technol-

ogy, and obtains better results and better performance of intelligent art creation results on 

digital media than existing methods. 

 

Keywords: virtual reality, semantic feature fusion, digital media, intelligent art creation, 

computer vision 

 

 

1. INTRODUCTION 

 

With the rapid development of current science and technology, virtual reality tech-

nology emerged at the historic moment. It is widely used as a new type of technology. This 

technology has been involved in the field of digital media art creation [1]. With the rapid 

progress of computer science, technologies such as virtual reality and semantic feature 

fusion have been considerably developed in recent years, in order to establish a digital 

media intelligent art creation model. In the process of the development of virtual reality 

technology, the application fields of digital media art continue to expand, and its creative 
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methods are increasingly diversified in recent years [2]. In the environment of rapid devel-

opment of virtual reality technology, it is very important to study the characteristics and 

concepts of virtual reality technology in order to better promote the development of digital 

media art [3]. This paper starts from the creation of digital media art based on virtual reality 

technology, and analyzes how to further advance the progress of digital media art creation. 

In the context of virtual reality art and semantic feature fusion algorithm, this paper aims 

to study the intelligent art creation of digital media. This article first designs a digital media 

intelligent creation framework based on virtual reality, and retains the original pattern and 

color distribution of natural images as faithfully as feasible. 

In the context of virtual reality technology, computer-based stylization of natural im-

ages currently has many different types, such as cartoon-style [4], ink painting style [5], 

oil painting style [6], pen sketch style [7], etc. It is a fundamental issue of digital media 

intelligent art creation [8]. Based on semantic fusion features, generating realistic images 

from text is an important issue in digital media intelligent art creation, that is, inputting a 

text description to output an image containing the semantic information of the text has a 

wide range of applications [9]. Generative adversarial networks are widely used in text-to-

image synthesis based on semantic feature fusion [10-12]. Since the generator-discrimina-

tor in the rough state generates defective results due to the lack of detailed information. 

This result will be used as input to promote the generation of the final result, resulting in 

the generation of unnatural local details and distorted global images [13].  

In response to the above problems, we propose a new end-to-end framework, which 

is a generative confrontation network based on feature fusion (FF-GAN). The FF-GAN 

model introduces multi-scale feature fusion by embedding the feature pyramid structure of 

residual blocks, and through fusion these features to directly generate the final fine image, 

making the generated image more realistic and with higher semantic consistency. On the 

basis of semantic fusion features, the generation of realistic visuals from text is an essential 

topic in digital media intelligent art production. 

2. DIGITAL MEDIA INTELLIGENT ART CREATION BASED 

ON VIRTUAL REALITY 

2.1 Non-Photorealistic Rendering Based on Virtual Reality 

 

Help the police find suspects by creating pictures of different bird types, etc. A wide 

range of text-to-image synthesis techniques uses adversarial networks. In the context of 

virtual reality technology, non-photorealistic rendering mainly refers to the simulating ar-

tistic drawing style, and the result does not have the reality like photos. It mainly highlights 

the personalized and abstract feelings of its artistic aspects, which can be effectively added 

as realistic graphics. It has a wide range of uses and frequently appears in the fields of art, 

industry, medicine, and entertainment. The main types of simulated paintings include oil 

painting, watercolor painting, pen drawing, pencil drawing, ink painting, and cartoon ani-

mation. Non-photorealistic rendering first appeared in the 1980s. [14] proposed an algo-

rithm for the two-dimensionalization of a three-dimensional model, which depicts realistic 

objects with lines that can reflect the spatial characteristics of the original objects. This 

method mainly uses two-dimensional image operations to extract lines, corners, and curves 
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with a sense of space. Compared with three-dimensional boundary tracking, this method 

has advantages in the real-time processing of the model. Virtual reality technology came 

at a critical time in science and technology progress. As a novel sort of technology, it is 

widely employed. In the subject of digital media art, this technology has been used exten-

sively. 

[15] researched the stylization of pen sketches at the SIGGRAPH meeting and pro-

posed strokes and textures that mimic the style of pen sketches. The paper proposes an 

automated algorithm to construct sketch textures by simulating the stroke path, and adding 

sketch-specific shadows and occlusions on this basis, so as to convert the image into a 

sketch style. [16] introduced an interactive method to generate the final result according to 

the user’s strokes and introduced a direction field in [17] so that the result not only reflects 

the light-dark relationship but also adds surface textures for users. The above papers fo-

cused on the generation of strokes and textures. For sketch works, only the distribution of 

light and shade is not added, so the color is not studied for the above research. In which 

genuine objects are depicted with lines that can reflect their spatial qualities in a two-di-

mensional format. Lines, corners, and curves with a sense of space are extracted using two-

dimensional picture processes. It provides advantages in real-time processing over a three-

dimensional boundary tracking technique. 

 

2.2 Color Match Mapping Based on the Optimized Digital Media Artwork 

 

Suppose that the total number of color blocks obtained by color clustering of the orig-

inal natural image is m, and the number of selectable preset colors determined by the art-

work image of a certain origin is k. The problem for color matching of art creation works 

is to determine a color scheme, replacing the colors (P1, P2, …, Pn) of each color block on 

the original image with a preset color label (C1, C2, …, Cn), where the value of {C1, C2, …, 

Cm} is from 1 to k. This paper defines the following color match mapping optimization 

energy equation:  

(Ct1, Ct2, …, Ctn) = argmin(Ci1, Ci2, …, Cin)[E1 + E2]  (1) 

where (Ct1, Ct2, …, Ctn) is the optimal color scheme;  is the contrast adjustment coefficient, 

and  = 0.5 in the actual experiment; E1 and E2 represent the two aspects of the color 

mapping of the considered art creation work: Assuming that the new stylized image should 

maintain the original natural image’s colors as closely as possible. Flower petals were once 

pink, and leaves were once dark green. This chromaticity should be maintained in the gen-

erated image of the art creation endeavor. 

This means that even if the mutation operation is done first in repeated iterations of a 

search space, it will span the complete range of search space. Here, the resulting solution 

must be evaluated in terms of restrictions. It’s necessary to discard solutions that are out 

of boundaries or do not meet specific requirements. This paper selects to use the differen-

tial evolution (DE) algorithm to find the optimal solution of the energy Eq. (1) [18]. For a 

given parameter carrier xi,G, xr1,G, xr2,G and xr3,G are randomly selected by the DE algorithm. 

In which the term of F is a constant, so the process is shown in Eq. (2): 

vi,G+1 = xi,G + K(xr1,G − xi,G) + F(xr2,G − xr3,G) (2) 
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where vi,G+1 represents a new solution derived from a certain mutation; i, r1, r2, and r3 are 

randomly selected and are different from each other; K and F are the combination constant 

and the scale constant of the difference, such two parameters are usually set as K, F  [0,2].  

In the process of reorganization, a new solution ui,G+1 is generated by xi,G and vi,G+1. 

There is a certain probability that vi,G+1 can be reorganized into ui,G+1. This probability is 

determined by Cramer-Rao (CR) decisions. In which j represents the jth dimension of the 

solution, with constraints of j = 1, 2, …, D, randU(0,1). Irand is a random integer of [1, 

2, …, D], and Irand guarantees vi,G+1  xi,G. Therefore, the process can be defined as follows: 
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In the selection process, this paper applies the energy Eq. (1) mentioned above to 

select the optimal solution, eliminates inappropriate solutions, leaves suitable solutions, 

and performs optimization screening and elimination through iterations. When the loop 

ends, it can be considered that the optimal solution has been produced and the algorithm 

ends. In the color distribution discussed in this paper, each selectable color is regarded as 

a gene, and the selection and sorting of several colors each time is used as a chromosome. 

The population size is defined as a relatively large amount, which can generate more op-

tions [19]. After the iteration stops, the recorded color combination (that is, E reaches the 

minimum value) will be regarded as the best color scheme, which is used to replace the 

color of the original natural image. In the actual experiment, we select K = 1, F = 1, and 

CR = 0.2. When the loop is complete, the algorithm is said to be complete and the optimal 

solution has been found. All colors that can be selected are regarded as genes in this work, 

and the selection and sorting of several colors each time is employed as a genome. 

3. DIGITAL MEDIA INTELLIGENT ART CREATION BASED 

ON THE FUSION OF TEXT SEMANTIC FEATURES 

3.1 Generative Adversarial Network 

In order to improve computing efficiency to complete high-quality digital media in-

telligent art creation, this paper proposes an end-to-end architecture, as shown in Fig. 1. 
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Fig. 1. Digital media intelligent art creation model based on semantic feature fusion. 
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The bottom-up feature fusion method combines the features in the low-resolution 

space with the features in the high-resolution space. The proposed feature fusion genera-

tion adversarial network contains three important stages, each with multiple inputs and 

single output, namely: 

( ) ( )  
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where () is the text encoder designed in [20]; Fca stands for conditional enhancement, 

which transforms the sentence vector si into the global conditional sentence vector Is
i
; I

i,j
 

is the conditional word vectors calculated by the attention model. The conditional word 

vector has two inputs: word vector ei and image feature Fj
i
. 

In our proposed method, an image text pair (ti, di) is a training sample. The generator 

generates the corresponding composite image t̂. The global conditional sentence vector Is
i
 

is first combined with the noise vector zi to extract the initial shallow features, and then 

connected with the conditional word vector I
i,j

 in the next two stages for higher-level fea-

ture synthesis. Finally, we obtain F1
i
, F2

i
, …, F

i
j+1, which is a feature map generated by the 

generative adversarial network at different stages. Each feature map Fj is merged with the 

next feature map Fj+1 for global feature fusion. The discriminator D has two training ob-

jectives: 

(1) Evaluate whether the input image is real or fake; 

(2) Determine whether the image text condition pair matches. 

3.3 Semantic Feature Fusion 

Although the feature map of lower resolution is coarser in space, it is more accurate 

in semantics. Lower-resolution features reflect the overall structure and color distribution 

of the image. In this paper, such features are sampled in the horizontal path and merged 

with the feature map generated by the main path, which helps to collect different features. 

For the semantic feature fusion, the addition and concatenation operators are two com-

monly used in researches. In each dense block, each layer is connected with subsequent 

layers to retain local feature information. The input and output of the current dense block 

are fused together through identity mapping. 

Since such feature maps have the same size, residual learning across different levels 

is regarded as a weighted global fusion [21]. The output feature map of each stage is added 

with an up-sampling layer and the convolutional kernel is used to match the size of the 

feature map in other stages, thereby forming a multi-feature additional fusion layer to sup-

port continuous state transitions. 

As shown in Fig. 2, our proposed generative adversarial network can be roughly di-

vided into three steps. Step 1 is used to extract the shallow-level feature map F1 from the 

concatenation of the sentence vector Is and the random noise z, namely: 

1

1 1 ,1 1( , ); , ,s d sF H z I F F I I = =  
 (5) 

where Fd,1 represents the concatenation of the text condition and the F1 of the feature map, 

which is applied to deep-level feature fusion, namely: 
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Fig. 2. Schematic diagram of semantic feature fusion. 

F2 = H2(Hdense(Fd,1) + Fd,1); F2,f = F2 + F1; Fd,2 = [F2,f, Is, I
2
].  (6) 

Feature fusion from the bottom-up integrates the low-resolution features with the 

high-resolution features. With numerous inputs and a single output, the proposed feature 

fusion generating adversarial network has three key steps. According to the research of 

[22], we use dense layers in the next two steps. The advantage of using dense layer is that 

it cannot only solve the problem of gradient disappearance to a certain extent, but also 

make better use of the feature information of different layers. F2,f is one of the global fusion 

feature maps realized through global residual learning, and Fd,2 is the concatenation result 

of the text condition and the fusion feature map F2,f. Steps 2 and 3 have the same structure, 

so we can obtain F3 in the same way, namely: 

F3 = H3(Hdense(Fd,2) + Fd,2). (7) 

In order to utilize the features of each step in a global manner, our generator also uses 

global feature fusion at the end of the final step to adaptively fuse features from different 

levels, namely: 

F3,f = F3 + F2 + F1.  (8) 

In which, the terms can be defined as: 

F1 = HL2(HL1(F1)); F2 = HL2(F2). (9) 

Through residual learning to directly fuse features in a weighted addition method, this 

method can reduce the parameters and calculation cost by half compared with the connec-

tion method. 

4. SIMULATION EXPERIMENT AND RESULT ANALYSIS 

4.1 Experiments and Results of Intelligent Digital Media Art Creation Based on Vir-

tual Reality 

The implementation environment of the intelligent digital media art creation system 

described in this paper is based on a 3.6GHz Intel Core i7-9770K processor, a Windows 
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10 operating system with 16GB of memory, and uses C++ programming. In this experi-

ment, for the DE algorithm, the parameter setting of the color configuration part is specif-

ically iterative 100 generations, and the population of each generation contains 500 possi-

ble solutions. 

4.1.1 Color matching of different origins and comparison of results 

This paper first analyzes the colors of several common art creation works and extracts 

color templates. This paper uses manual methods to extract common color pre-configura-

tions in their respective origins. In the experiment, two images were stylized with creation 

works of art from different origins. It can be seen that the image calculated by the styliza-

tion algorithm of the proposed art creation work has the characteristics of less color block 

area, clear boundary contour, lively and warm color, etc., which basically meets the char-

acteristics of the art creation work. As an implementation of non-photorealistic rendering, 

the proposed algorithm can better express the style of artistic works, and it is easy to oper-

ate, eliminate the complicated process of artificially producing artistic works. A closer look 

at the result map shows that the color matching optimization algorithm of the proposed art 

creation work will introduce random effects while following the color distribution of the 

original image. Therefore, the different green areas on the leaves in the parrot map are not 

consistent. 

4.1.2 Discussion on the performance of the color matching optimization of art works 

It is worth noting that in the initialization step of the color matching optimization 

algorithm for art creation works, this paper did not use the usual random initial solution 

generation scheme. In this paper, a greedy algorithm was used to assign a value to each 

color block, and the color closest to each color block of the original image was directly 

selected as the first-generation solution. Based on the greedy algorithm, the optimization 

was performed and the results are as shown in Fig. 3. It can be seen from Fig. 3 that after 

using this optimization, it was more reasonable to select the first-generation solution in a 

completely random manner. 

 

      
(a) Results from greedy algorithm.         (b) Results from randomized generation. 

Fig. 3. Comparison of initialization strategies for digital media intelligent art creation based on se-

mantic feature fusion. 
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4.1.3 Time performance analysis 

 

Table 1 counts the time required for the art creation work stylization system process 

based on the legends used in the paper. It can be seen from Table 1 that the stylization 

method proposed in this paper can obtain stylized results in a relatively short period of 

time. The time required for the algorithm is positively correlated with the number of iter-

ations and the number of populations. 

 

Table 1. Time complexity of intelligent art creation based on the integration of semantic 

features. 

Images 
Image 

Size/Pixels 

Image Seg-

mentation 

Contour ex-

traction 

Color config-

uration 

Detail en-

hancement 

Parrot of (1) 450*315 5.8754 0.4121 13.1021 0.03547 

Flower of (2) 550*430 7.8547 0.4565 5.8754 0.04253 

Human of (3) 460*425 5.8487 0.5325 13.1258 0.04557 

Bird of (4) 420*580 12.2154 0.6432 16.5459 0.04529 

 

4.2 Experimental Results of Intelligent Media Art Creation Based on Semantic Fea-

ture Fusion 

 

4.2.1 Time performance analysis 

 

Data set used in the experiment: In order to verify the effectiveness of the model, 

experiments were carried out on the CUB and Oxford-102 data sets, and the data sets are 

shown in Table 2. We use the pre-trained text encoder provided by [23] to encode each 

sentence into a sentence embedding vector and a word embedding vector. 

 

Table 2. Experimental dataset of intelligent media art creation based on semantic special 

fusion. 

Number of images 

CUB dataset Oxford-102 dataset 

Training Testing Training Testing 

8855 2933 7034 1155 

Number for using 20 20 15 15 

 

4.2.2 Experimental results and comparative analysis 

 

Fig. 4 shows the fine image generated by the input text description on the CUB data 

set, and the visualization result of the fusion feature map in the middle layer. Therefore, 

our proposed method produces realistic results consistent with the input text as intelligent 

media art creation. The input texts are given as: 

 

(a) A bird with gray feathers, gray white belly, and has a short beak. 

(b) A bird with yellow head, black feathers around body, and has a sharp beak. 
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(a) Results of sentence (a).                (b) Results of sentence (b). 

Fig. 4. The result of model synthesis trained on the CUB data set. 

 

Fig. 5 shows the experimental comparison between our method and StackGAN++ [13] 

on the Oxford-102 flower test set. It can be seen from Fig. 5 that the shape and color of the 

flowers generated by our proposed method are more real. The flowers generated by Stack-

GAN++ are very fuzzy, there is no clear layering between the petals, and the stamens have 

problems such as unclear shapes and wrong colors. Therefore, the text cannot be fully 

displayed for the characteristics of petals and stamens in the description. The input texts 

are given as: 

 

(i) A flower has large pink petals and a pink stamen. 

(ii) A flower has pale pink petals and a cluster of yellow stamen. 

(iii) A flower has many yellow stamens surrounded by yellow and large petals. 

(iv) A flower has large with petals and a yellow stamen. 

 

 
(i)           (ii)           (iii)            (iv) 

(a) Results of StackGAN++ model intelligent art creation. 

 
(i)           (ii)           (iii)            (iv) 

(b) Results of the proposed model intelligent art creation. 

Fig. 5. Digital media intelligent art creation results on the Oxford-102 dataset. 

 

An algorithm for extracting image lines using Mean-Shift clustering is used in this 

paper before proposing an energy equation to measure the color configuration. Finally, 

effects like paper texture and color blooming enhance the image details, bringing it closer 

to the original artwork. By using the method in [14], we adopt pre-trained on the ImageNet 

dataset to evaluate the IS values and FID values. Table 3 lists the comparison of IS values 

and FID values between different methods. The IS values of our proposed method on such 
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two data sets are 3.744 and 3.324, which are higher than many models proposed in the 

previous references. The continuous decrease of the FID values has also shown that the 

samples generated based on our proposed method are closer to the real image. 

 

Table 3. The results of the IS values and FID values of the model on the two test data sets. 

Comparative 

methods 

Different datasets for digital media intelligent art creation 

CUB dataset Oxford-102 dataset 

IS index FID index IS index FID index 

GAN-INT-CLS [11] 2.560.02 − 2.510.02 − 

StackGAN [14] 3.580.04 32.65 3.160.05 55.17 

StackGAN++ [13] 3.790.03 18.27 3.310.02 48.26 

ResFPA-GAN [12] 4.270.04 16.39 3.720.04 43.05 

Our proposed 4.520.05 13.25 3.920.05 38.29 

5. CONCLUSIONS 

In order to apply virtual reality and semantic feature fusion technology to the intelli-

gent art creation of digital media, this paper first uses the Mean-Shift clustering algorithm 

to extract image lines, then proposes an energy equation to measure the color configuration, 

and finally enhances the details of the image by adding effects such as paper texture and 

color blooming to make the picture closer to the real creation work of art. This stylization 

process can automatically convert a natural image into the style of a work of art, and has a 

better visual effect. In addition, this paper proposes a generative adversarial network based 

on feature fusion, and successfully applies it to the task of text synthesizing images. The 

proposed FF-GAN model introduces multi-scale feature fusion by embedding the residual 

block feature pyramid structure. Compared with the previous model, our proposed FF-

GAN model does a better job in generating consistent and high-quality images. This is due 

to the fusion of hierarchical feature maps can fully extract and utilize local and global 

features. The experimental results have shown that the digital media art images generated 

by our model are not only richer and more delicate in color, but also perform better in some 

local subtleties. 
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