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Three dimensional (3D) human model acquisition using single-viewpoint provides flex-
ible setup with a trade-off of partial point clouds. By leveraging the learning capability of
neural networks, a complete point clouds can be obtained by sampling a reconstructed 3D
human model. A skeletal joints-based regressive 3D human reconstruction is proposed in
this paper to infer skeletal joints and variance for reconstructing human shape. A skeletal
joints encoder is proposed to learn the latent representation of input partial point clouds
using Gaussian maximum likelihood to obtain localized skeletal joints and its variances.
The skeletal joints are fed to a regressive human model to reconstruct a synthetic human
model to obtain a complete point cloud. Lastly, a two-mode training strategy is proposed
to enhance the learning of the proposed method by employing synthetic training in prior
and non-synthetic fine-tuning. A real human motion dataset is used in the experiment as the
performance evaluation to study the skeletal joints estimation and human shape learning.

Keywords: 3D human model, 3D reconstruction, partial point cloud, skeletal joint, body re-
gressor

1. INTRODUCTION

The reconstruction of three dimension (3D) human model from point clouds [1, 2]
is of great interest in computer graphic and computer vision due to its wide applications,
such as personalized human model in mixed reality applications [3], human kinematic
measurements in sports bio-mechanics [4] and human modeling in video-based motion
capture [5]. The common acquisition using multiple sensors can capture accurate 3D
human joints from viewpoint occlusion, it is resource expensive in term of equipment,
designated space and computation. As a consequence, it is not an ideal solution in appli-
cations that require portability and real-time processing. On the other hand, reconstruct-
ing a high-fidelity human shape [6, 7] using single viewpoint is challenging because of
non-rigid human deformations, low-quality input data, and occlusion. By leveraging the
advancement in Deep Learning (DL) techniques [8, 9], these challenges can be overcome
using the learning capability of neural networks to achieve human model reconstruction.
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Inspired from recent research trend in point cloud reconstruction using autoen-
coder [10–12] and regressive 3D human model-based reconstruction [13, 14], a skeletal
joints-based regressive 3D Human reconstruction model is proposed in this paper with
the integration of a skeletal joints encoder and a 3D human model regressor. The pro-
posed method shares a similarity to conventional autoencoder where the skeletal joints
encoder is weakly-supervised. This is to maximize the learning of intrinsic property of
sparse point cloud. These predicted skeletal joints are then used to guide the human
model regressor to produce reconstructed point cloud in full shape. Differentiating from
conventional autoencoder, the proposed method utilizes a 3D human model regressor to
replace the decoder setup due to decoder-based reconstruction tend to reproduce an out-
put that resemble a training data. Therefore, it is prone to produce noisy reconstructed
output especially when trained on non-synthetic data, in which the presence of noises are
constant.

2. RELATED WORKS

The use of depth sensors [7] such as structured light, time of flight and stereo visions
can provide depth map and point cloud representation. By applying DL approach using
3D structure information can effectively locate and reconstruct human body joints [15,16]
in 3D space. Generally, 3D human shape reconstruction can be divided into two categories
[16], i.e. model-free and model-based 3D reconstruction. The model-free methods do not
employ human body models to reconstruct 3D human representation while the model-
based methods incorporate parametric body models in the part learning.

2.1 Model-Free 3D Reconstruction

As model-free 3D reconstructions do not take input of human body models with
depth information to search for human representation, they predict 3D human pose from
2D images with intermediately estimated 2D pose representation. The common use of
deep CNN [17–19] is deployed for 3D human pose estimation. Li and Chan [17] proposed
the use of deep CNN for 3D human pose estimation. Their framework was jointly trained
with pose regression and body part detectors to achieve pose projection in 3D space.
Tekin et al. [20] combined the traditional CNNs with autoencoder for structured learning
to represents the 3D pose from 2D image. A high-dimensional latent pose representation
learned by autoencoder was reprojected to original pose space with a decoding layer to
account for joint dependencies.

Besides that, implicitly learning of the pose structure from 2D data has recently
drawn into attention to infer 3D human pose with two separate sequential training steps.
They first perform 2D joint prediction and then reconstruct the 3D pose via optimization
or search. Pavlakos et al. [18] applied ConvNet for 2D joint location and subsequently
perform optimization step to recover 3D pose. They used volumetric representation for
3D human pose and employed a coarse-to-fine prediction scheme to do refinement in
3D pose estimation. To improve the 3D ground truth accuracy, they used the ordinal
depths of human joints as the supporting signal to perform weakly supervision in the 3D
human pose learning [21]. Sun et al. [22] proposed the use of bones instead of joints as
pose representation. Subsequently, it exploited the joint connection structure to define a



SKELETAL JOINT-BASED REGRESSIVE 3D HUMAN RECONSTRUCTION 965

compositional loss function that encodes long range interactions between the bones.
Zhao et al. [23] pre-trained a 2D pose estimation network to predict 2D joint loca-

tions. Subsequently, a semantic graph convolutional network is trained to predict 3D pose
from 2D joints features. Cheng et al. [24] proposed an occlusion-aware DL framework to
estimate a 2D confidence heatmaps of keypoints. With the optical flow consistency con-
straint, unreliable estimations of occluded keypoints were filtered and subsequently fed
into 3D temporal convolutional networks to produce a complete 3D pose. Xu et al. [25]
performed deep kinematics analysis using 2D noisy pose inputs to obtain 3D pose estima-
tion concurrently by considering the static and dynamic body structures. The limitation
of model-free 3D reconstruction is restricted by its accuracy of depth estimation from
sensors because the captured data contains numerous artifacts such as occlusion, outliers
and non-uniform surface.

2.2 Model-based 3D Reconstruction

While Model-free approaches are relying on estimation of depth from 2D images,
hence the predicted 3D pose can be unreliable due to estimation process. Moreover,
Model-free approaches do not provide expressive visual output of 3D human such as
parametric body shapes. The Model-based 3D reconstruction [?,26–29] on the other hand
incorporates parametric body shapes such as body pose and body volume to perform 3D
human reconstruction. Widely used volumetric models for synthetic human body con-
struction are Fine Alignment Using Scan Texture (FAUST) model [26], Skinned Multi-
Person Linear (SMPL) model [27]. Litany et al. [30] proposed the use of variational au-
toencoder incorporated with graph convolutional operations for the completion of human
shape reconstruction. It learns a latent space for complete realistic shape with vertex-wise
correspondence using FAUST synthetic dataset. In recent works, SMPL model is com-
monly used to perform 3D parameter estimation to construct a full human body. Several
extended SMPL-based models such as SMPLify [?] and Vposer [28] are devised to re-
construct 3D human model through skeletal joints regression. The latter, Sparse Trained
Articulated Human Body Regressor (STAR) [29] is introduced with improvement over
SMPL by training with additional 14,000 human subjects and a learning set of sparse
local pose corrective blend shapes. In addition, the number of parameters in STAR is
reduced to 20% of that in SMPL model.

Kinematic model in 3D space has gained increasing attention in 3D human pose
estimation recently because it is a realistic and accurate articulated body representation.
By using single depth sensor, Zhou et al. [5] infers 3D joint positions from partial point
cloud with a 3D pose regression network without 3D human reconstruction. Phang et al.
[12] proposed an end-to-end training mechanism to learn skeletal joints inference and
reconstructs complete human point clouds from partial point clouds. It is a generative
reconstruction method comprises a skeletal joints-based autoencoder. In recent trend,
kinematic and synthetic 3D human models are used to enhance 3D human reconstruction.
For example, Jiang et al. [13] proposed to incorporate skeleton joints into a DL network
for 3D human shape reconstruction. The basic structure of this model uses PointNet++
to extract point features and then map point features to skeleton joint features and finally
SMPL parameters for the 3D human reconstruction. In general, SMPL offers a simple
integration and compact representation for 3D human reconstruction. Overall, Model-
based can reconstruct an expressive output of 3D human, however most existing methods
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that reconstruct a 3D human are inferring on complete point clouds rather than partial
point clouds.

3. SKELETAL JOINTS-BASED REGRESSIVE 3D HUMAN
RECONSTRUCTION

Point clouds acquisition from widely accessible depth sensors often possess at-
tributes of un-ordered, non-uniform and sparse data distribution in the 3D space resulting
low quality input. Further, due to single viewpoint acquisition, acquired human point
cloud may suffer from occlusion of human parts and non-rigid deformation that can
greatly degrades the performance of human model reconstruction and skeletal joints es-
timation. To overcome this, a DL architecture skeletal joints-based regressive 3D human
point cloud reconstruction is proposed to reconstruct 3D human model using input partial
point cloud on two-stage operations as illustrated in Fig. 1. By leveraging the learning ca-
pability of DL, point clouds learning can be efficiently achieved by training process of a
DL network. For an instance, by training a DL network to learn latent representation of in-
put partial point cloud, a 3D pose can be inferred from the latent representation [12]. Con-
sequently, this also provides generalization towards variation in input point clouds such
as low quality input and non-rigid deformation by fine tuning the network. The proposed
method operates in two stages, comprises a skeletal joints encoder to determine localized
skeletal joint and variance in 3D space, and a regressive 3D human reconstruction model
to obtain complete point clouds from synthetic 3D human. The proposed method is op-
timized using two-mode training mechanism comprises synthetic human model training
and real-world dataset fine tuning.

Due to the nature of non-uniform surface, sparse and irregular density data distribu-
tion of acquired partial point cloud [31], farthest point sampling (FPS) algorithm [32] is
implemented in the pre-processing step to evenly distribute input 3D partial point cloud
S1 = {pi}N1

i=1 in a grid-less space. Subsequently, 3D space skeletal joints components
C = (M,Σ), where M = {µk}K

k=1 is skeletal joints and the variance Σ = {σk}K
k=1, is in-

Fig. 1. The proposed skeletal joints-based regressive 3D human reconstruction network is trained
using two-mode strategy, i.e. synthetic training and fine-tuning on real-world dataset.
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ferred from the input partial point cloud using complete point cloud S2 = {pi}N2
i=1 as

ground truth. N1 and N2 are the number of points in respective point cloud and each
k-th local human part is governed by each skeletal joint µk and a variance σk. In order to
infer the skeletal joints components, latent representation of input partial point cloud is
obtained using a skeletal joint encoder denoted by f1 as follows,

Z = f1(θg,G ), (1)

where θg is network parameter of graph-based point cloud encoder. The skeletal joints
encoder implemented a graph-based encoder [33] to encode latent features Z ∈Rd of input
point cloud, where d is the dimension of the latent features. The latent feature encoding
is achieved by constructing directed k-nearest neighbour (k-NN) graphs G = (V,E). V =

{vi}N1
i=1 and V = S1 is vertices from the input partial point cloud and E = {ei jk}K

k=1 are
the edges of k-nearest neighbouring vertices v j respective to vi. The edges are computed
based on k-smallest pair-wise distance, such that:

E = {ei jk : ei jk > ei j | ∀ j ̸= i,∀ jk ̸= j,{i, j} ∈ N}k={1,...,K}, (2)

where ei j are the edge features for each point vi as follows,

ei j = ||V ||2 −2V TV + ||V T ||2. (3)

By constructing directed graph of input point cloud, it allow aggregation of global infor-
mation of input partial point cloud with notion of local neighbourhood geometrical details
into a condensed latent representation which provides latent inference in the latter stage
of the proposed method. Following that, a vectorized stacked MLPs denoted by f2 is
proposed inspired from [12] to infer skeletal joints components from the latent features
as follows,

Z′ = f2(θs,θw,θr,Z). (4)

where Z′ = {Z
′
k ∈ Rd′}K

k=1 is latent representation of skeletal joints component and
θs,θw,θr are network parameters of vectorized stacked MLPs. For comparison, latent
inference implemented in the concurrent work [12] is performed in iterative forward
propagation of independent MLPs, hence huge forward propagation time can incur in
the latent inference due to iterations. In contrast, the proposed latent inference vector-
ized independent MLPs into matrices to eliminate the iterations operation resulting in
largely reduced forward propagation time by taking advantage of matrix multiplication
operation. Furthermore, the vectorization of network parameters enabled implementation

Table 1. Comparison of parameters and operations of stack MLPs and superposed MLP.

MLP Parameters configuration Operation

Stack [12] (d ×d′×K) Z′ = {θk ◦Z}K
k=1

Superposed (d ×d′)+(d ×K)+(d′×K) Z′ = ((Z ◦θs)θw)◦θr
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Fig. 2. The training of the proposed skeletal joint encoder on synthetic partial point cloud rendered
from Vposer 3D human model regressed on ground truth joints.

of superposed matrix compression, i.e. matrix decomposition [34] to reduce the overall
network parameters. In Table 1, the network parameters configuration and operations of
proposed and concurrent work is tabulated for detailed comparison, where θk ∈Rd×d′×K ,
θw ∈ Rd×d′ ,θr ∈ RK×d′ ,θs ∈ RK×d .

C = f3(θp,Z′) (5)

Next, latent representation of skeletal joints component is inferred and subsequently
projected into ambient space by employing a shared MLP denoted with f3 with network
parameter θp. After obtaining the estimated skeletal joints and variances, the estimated
skeletal joints are fed into Vposer [28] denoted with fvposer , a fully differentiable regres-
sive 3D human that directly reconstruct a 3D human H ∈ R3×NH , where NH = 6890 is
number of vertices of the 3D human mesh, from human joints as follows,

H= fvposer(M). (6)

Finally, surface sampling using Barycentric coordinate interpolation [35] is implemented
to obtain reconstructed 3D human point cloud such that S3 ∼H and S3 = {pi}N3

i=1, where
N3 is number of point in reconstructed 3D human point cloud.

4. 3D HUMAN RECONSTRUCTION MODEL TRAINING

In order to achieve skeletal joints estimation and 3D human reconstruction from
partial point cloud, a large dataset of partial point clouds that covers vast majority of
possible human pose is required for network training. Moreover, it is resource expensive
to acquire complete point clouds and skeletal joints of the corresponding partial point
clouds. Existing works [12, 13] on network training directly used real-world dataset as
their training and testing data. However, method in [13] is only applicable for complete
point clouds inference. While output of [12] is non-synthetic, it may carry forward noises
that are present in training data and less expressive in modeling a 3D human such as body
shape.
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To overcome the aforementioned challenges, a two-mode training phase is proposed
in the model training as illustrated in Fig. 2, where the first training phase learns general
human shape and pose from synthetic partial point cloud synthesised from Vposer [28]
regressed from ground truth joints. The synthetic partial point cloud is partially rendered
using rendering technique from [36] on single-viewpoint. The second training phase fine-
tunes the proposed method by using real-world dataset training data as input and guided
by ground truth joints. A set of scaling and shape parameters are regressed in the fine-
tuning process to capture the human size and shape of real-world dataset. This is to further
adapt the proposed method toward non-synthetic nature of real-world dataset captured
from a depth sensor.

The network training uses weakly supervised joint loss L = L1 + L2 with mean
squared error (MSE) shown in Eq. (7) and Gaussian maximum likelihood shown in Eq. (8)
as follows,

L1(µ,µgt) =
1
K

K

∑
k=1

||µk −µgt,k||22, (7)

L2(S2|µ,σ) =
N

∑
i=1

K

∏
k=1

N (pi|µk,σk), (8)

where,

N (pi|µk,σk) =
1

(2π)
3
2 |σk|

1
2

e−
1
2 (pi−µk)

T σ
−1
k (pi−µk). (9)

The MSE of skeletal joints is computed between the estimated skeletal joints with
the ground truth to optimize encoder’s parameter learning. Gaussian maximum likeli-
hood function is implemented to improve the estimation by maximizing the likelihood of
estimated skeletal joints and its variances respective to complete point clouds.

5. EXPERIMENT SETUP

The experimental evaluation of the proposed method is developed based on Berke-
ley Multimodal Human Action Database (MHAD) [37] dataset. MHAD is a non-synthetic
human point cloud dataset that contains 11 actions performed by 12 human subjects. All
subjects performed five repetitions of each action, yielding 660 action sequences which
correspond to averagely 200 frames per action sequence. The dataset is split into four
repetitions for training set and one repetition for testing set for each subject. As for per-
formance bench-marking [13,14], Action #1 (jumping) and Action #2 (jumping jack) are
used to perform evaluation to demonstrate the working principle of the proposed method.
Each sample is normalized into [−0.5,0.5]3 using the hip skeletal joints as the centroid of
a bounding box with volume of approximately 2.0 cubic meter.

In this experiment, the number of skeletal joints is set K = 22 as dictated by Vposer.
The number of points of point clouds are set N1 = 1024, N2 = 6890 and N3 = 6890. The
latent feature dimension is set d = 1024 and d′ = 512. For the evaluation metrics, the av-
erage point-to-vertex distance dp2v in Eq. (10) and average vertex-to-point distance dv2p
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in Eq. (11) are used to evaluate the precision and recall performance of the reconstructed
human vertices and ground truth point cloud. In order to compute an overall reconstruc-
tion quality ground truth and reconstructed point clouds, an average Chamfer distance
dCD = dp2v+dv2p is implemented due to its efficient computation and permutation invari-
ant properties.

dp2v(S2,S3) =
1
|S2| ∑

x∈S2

min
y∈S3

||x− y||22 (10)

dv2p(S2,S3) =
1
|S3| ∑

y∈S3

min
x∈S2

||x− y||22 (11)

The training of the proposed method is set for 100 epochs with scheduling decay rate
of 0.5 per 20 epoch and starting learning rate is set 1× 10−4. Parameters are initialized
using Xavier normal and batch size 64 is used. ADAM optimizer is implemented as opti-
mization method for both parts of training. Meanwhile, the fine-tuning is set for 5 epoch
with scheduling decay rate of 0.5 per 20 epoch and starting learning rate is set 1×10−5.
The results of concurrent work [12] is recreated and trained using non-synthetic real-
world dataset generated in the proposed method. All networks are built and executed on
Pytorch 1.8.0 with batch size of 128. The specifications of test bench for the experiments
are Intel-i7-4790K with 32GB RAM and Quadro P6000 GPU with 24GB VRAM.

6. PERFORMANCE EVALUATION

The qualitative results of the proposed method in complete 3D human point cloud re-
construction from real-world non-synthetic partial point clouds is demonstrated in Fig. 3.
Fig. 3 (a) illustrates a sequence of partial point clouds acquired from single-viewpoint
depth sensor. Subsequently, by feeding the estimated skeletal joints illustrated in Fig. 3
(b) into Vposer, 3D human models are reconstructed illustrated in Fig. 3 (c). Through sur-
face sampling on the reconstructed 3D human model, the complete human point cloud is
obtained as illustrated in Fig. 3 (d). Due to the surface sampling process, the surface qual-
ity of complete human point cloud is significantly superior compared to [12]. Moreover,
noises such as outliers that can occur during reconstruction from a decoder is avoided.

Table 2 shows the evaluation of average joints deviation and average reconstruction
loss comparing the proposed method and adopted work [12]. From the evaluation, the
proposed method with fine tuning outperformed the existing work with 24.83mm in joints
deviation compared to 45.29mm. Moreover, a significant reconstruction quality improve-
ment is shown with lower Chamfer distance of 0.84× 10−3 as compared to 1.0× 10−3.
Notably, the improvement in average joints deviation is contributed by learning on syn-
thetic data in prior which contain more concise information of partial point clouds. Fur-
thermore, the improvement of reconstruction quality is due to uniform surface sampling
of complete point cloud. As oppose to reconstruction from scratch in the adopted work,
the technique can capture the artifacts such as non-uniform surface and outliers in training
data and reproduce the artifacts in the output. In the case of the proposed method without
fine tuning, the joint deviation and reconstruction loss are significantly higher. This is
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(a) (b)

(c) (d)
Fig. 3. Qualitative results of the proposed method (a) the input partial point cloud from real-time,
(b) the estimated skeletal joints using input partial point cloud, (c) the 3D human mesh, and (d) full
reconstructed human point cloud.

because the network is not adapted to non-synthetic data modality when solely trained on
synthetic data.

Table 3 shows the quantitative results of mean and max distance measurements on
Action #1 and Action #2 in Berkeley MHAD dataset [37] comparing to existing works.
The evaluation is based on the point-to-vertex dp2v and vertex-to-point dv2p metric com-
paring ground truth and reconstructed point clouds. Essentially, the evaluation measures
the quality of human shape reconstruction. The proposed method with fine-tuning outper-
formed the adopted work in overall dp2v and dv2p. This indicates superior shape recon-
struction as compared to decoder-based reconstruction. Without fine-tuning, the proposed
method has significantly larger shape deviation compared to ground truth point clouds as

Table 2. The average estimated joints deviation against ground truth joints in millimeter (mm)
and average reconstruction loss dCD with (w/) and without (w/o) fine tuning (FT).

Methods Joints Deviation (mm) dCD (×10−3)

Phang et al. [12] 45.29 1.0

Ours (w/o FT) 71.27 1.29
Ours (w/ FT) 24.83 0.84

Table 3. Quantitative results of mean and max distance in millimeter (mm) measurements
on two action sequences in Berkeley MHAD dataset [37]. Note that in each cell, the first and
second numbers denote the distances dp2v/dv2p respectively.

Methods Action #1 Action #2
mean max mean max

SMPLify [14] 31.1/41.1 43.4/58.8 31.3/39.7 48.6/58.4
Jiang et al. [13] 21.4/23.5 28.6/34.7 16.9/18.2 21.5/21.2
Phang et al. [12] 40.99/46.75 72.91/78.54 45.92/46.09 97.21/63.80

Ours (w/o FT) 37.33/43.70 60.84/85.74 33.81/43.76 41.64/65.78
Ours (w/ FT) 34.32/30.53 47.07/44.13 34.78/35.29 48.21/55.46
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indicated by large max value of dp2v and dv2p. The large shape deviation is mainly be-
cause the model does not estimate the human shape. On the other hand, other existing
work such as [?] first estimates the skeletal joints using third party model to regress a
3D human model, while [13] uses complete point clouds to regress a 3D human model.
Although the existing methods [?, 13] do not infer partially occluded data, they are able
to reconstruct more precise human shape.

7. CONCLUDING REMARKS

A skeletal joint-based regressive 3D human model reconstruction from partial point
cloud is proposed in this paper. The proposed method first estimate the skeletal joints
components of human partial point cloud and a regressive 3D human reconstruct a 3D
human model based on the estimated skeletal joints. A superposed MLP comprises ma-
trix vectorization and parameters superposition in the skeletal joints encoder is proposed
to improve both the memory footprint and processing efficiency compared to adopted
method. In addition, a two-mode model optimization strategy consisting network train-
ing on synthesized data and fine tuning on real-world dataset is proposed. This allows
generation of simulated partial point cloud that would be resource expensive to acquire
in real world. The proposed method is weakly supervised, where it is guided by ground
truth joints and maximum likelihood against ground truth complete point cloud. The pro-
posed method achieved an average of 24.83mm joint distance deviation against ground
truth joints and 0.84× 10−3 average Chamfer distance on reconstruction fidelity. In the
future work, a pose-based encoder can be developed to directly drive the regression of 3D
human model. This is due to Vposer is an inverse kinematic based 3D human regression
method, hence the regressed 3D human model may present a slightly distorted pose and
therefore affect the accuracy of reconstructed human shape.
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