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Nowadays, network bandwidth and hardware technology are developing rapidly and 

resulting in the vigorous development of the Internet. However, cloud computing, an In-
ternet-based development in which dynamically scalable and often virtualized resources 
are provided as a service over the Internet has become a significant issue. In a cloud- 
computing environment, the fault-tolerance is an important research topic. To cope with 
the influence from faulty components, reaching a common consistency at the presence of 
faults before performing some special tasks is essential. However, the previous protocols 
for the interactive consistency problem of cloud computing are not enough for a cloud- 
computing environment with hybrid dual fallible components that nodes and communi-
cation media maybe in dormant or malicious fault simultaneously. In this study, the in-
teractive consistency problem with a hybrid dual fallible cloud computing topology is re-
visited. The new proposed protocol can make all fault-free nodes reach consistency with 
minimal rounds of message exchanges and tolerate the maximal number of allowable 
dormant and malicious faulty nodes and communication media in a cloud computing en-
vironment.      
 
Keywords: interactive consistency problem, fault tolerance, reliability, cloud computing, 
distributed computing   
 
 

1. INTRODUCTION 
 
As network bandwidth and quality outstrip computer performance, various commu-

nication and computing technologies previously regarded as being of different domains 
can now be integrated, such as telecommunication, multimedia, information technology, 
and construction simulation [9]. Thus, applications associated with network integration 
have gradually attracted considerable attention. Similarly, cloud computing facilitated 
through distributed application over networks has also gained more recognition [3]. 
Cloud computing has greatly encouraged distributed systems design and practiced to 
support user-oriented service applications [9]. However, distributed systems have grown 
rapidly in both size and number. In a distributed computing system, nodes allocated to 
different places or in separate units are connected together so that they collectively may 
be used to greater advantage. In many cases, reaching a common consistency in the 
presence of faulty components is the central issue of fault-tolerant distributed computing, 
because many applications require such consistency [3]. 
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Currently, cloud computing can ensure increased ability to use the low-power nodes 
to achieve high reliability [5]. Furthermore, many applications of cloud computing pro-
vide the convenience of users. For users, the system must provide better reliability and 
fluency [9]. Therefore, reliability is one of the most important aspects of cloud compu-
ting. To ensure that a cloud-computing environment is reliable, a mechanism to allow a 
set of nodes to reach an agreed value is necessary. 

The Byzantine Agreement (BA) problem first studied by Lamport et al. is a well- 
known paradigm for the problem of achieving reliability in a distributed network of 
nodes. The definitions of the BA problem are [4]: (1) There are n nodes (n  4), of which 
at most one-third of the total number of nodes could fail without breaking down a work-
able network; (2) The nodes communicate with each other through message exchange in 
a fully connected network; (3) The message’s sender is always identifiable by the re-
ceiver; (4) A node is chosen as a source, and its initial value vs is transmitted to other 
nodes for executing the protocol; (5) The faulty component considered is node only. 

A closely related sub-problem, the interactive consistency problem (IC problem) 
has been studied extensively [2]. The definition of IC problem is to make the fault-free 
nodes in an n-node distributed system reach interactive consistency. Each node chooses 
an initial value and communications with the others by exchanging messages. There is 
interactive consistency in that each node i has its initial value vi and agrees on a set of 
common values. Therefore, interactive consistency has been achieved if the following 
conditions are met [2]: 

 
Consistency: Each fault-free node agrees on a set of common values V = [v1, v2, …, vn]. 
Validity: If the initial value of fault-free node i is vi, then the ith value in the com- 

mon vector V should be vi. 
 
However, cloud computing is an Internet-based development. It is a style of compu-

ting in which dynamically scalable and often virtualized resources are provided as a ser-
vice over the Internet. Nevertheless, in a cloud-computing environment, the connected 
topology is not very significant. In previous protocol proposed by Wang et al., the faulty 
component is assumed node only [12, 13]. However, the communication medium fault 
was assumed as the node fault in [12, 13]. And, the fault-free nodes might be treated as 
faulty nodes due to their failed communication media [12, 13]. This assumption is un-
reasonable, for it violates the definition of interactive consistency that all fault-free nodes 
should agree on a common value. In additional, the topology of the previous research 
results is a fully connected network [4]. However, the topology does not meet the current 
network topology that cloud computing environment used. 

In this study, the IC problem is to be solved on a cloud-computing environment. In 
addition, the types of faulty components are assumed to be in the hybrid where faults can 
come from both the nodes and the communication media, and the types of faults are as-
sumed to be in the dual where faults can be dormant or malicious. The proposed protocol, 
is named Optimal Cloud Consistency Protocol (in short OCCP) that can use a minimum 
number of message exchanges and can tolerate a maximum number of allowable faulty 
components to make each fault-free node reach a common interactive consistency in the 
cases of node failure, communication medium failure, and both node and communication 
medium failure.  
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The rest of this paper is organized as follows. Section 2 will serve to introduce the 
basic assumption of the interactive consistency. Then, the proposed protocol OCCP will 
be brought up and illustrated in detail in Section 3. In Section 4, gives an example of 
executing the proposed protocol. Section 5 is responsible for proving the correctness and 
complexity of our new protocol. Finally, Section 6 gives conclusions of this research. 

2. BASIC ASSUMPTIONS OF INTERACTIVE CONSISTENCY 

Before the IC problem can be solved, two basic assumptions must be made and 
clearly defined in advance. They are the network structures and the failure types of faulty 
components. 

2.1 The Network Structure 

With the advancement and development of various technologies, computing prob-
lems become more complicated and larger [9]. A cloud-computing environment allows a 
user faster operation of Internet applications. The majority of cloud-computing infra-
structure consists of reliable services delivered through data centers and built on servers 
with different levels of virtualization technologies [5]. The services are accessible any-
where that has access to networking infrastructure. Commercial offerings must meet the 
quality of service requirements of customers, and typically offer service-level agree-
ments [9]. Therefore, a distributed system must be having high stability to handle in-
stances where many users utilize a given environment. In this section, the topology of 
cloud computing is discussed. 

According to the researches of [1, 10], a two-layer cloud topology is used in this 
study. The topology of two-layer cloud environment is shown in Fig. 1. The topology is 
composed of two layers, as follows: 
 
(1) The nodes in Layer-A receive the service requests from users of different types of 

applications. 
 

 
Fig. 1. The topology of two-layer cloud computing environment. 
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(2) Some nodes form service blocks in Layer-B, where each service block provides a 
specific application service. According to the properties of nodes, the nodes are clus-
tered to service block Bi where 1 ≤ i ≤ gn and gn is the total number of service blocks 
in Layer-B. 

(3) For the reliable communication, the broadcast network is used to connect the nodes 
between Layer-A and Layer-B. In Layer-A, each node must forward the message to 
all nodes in the corresponding service block of Layer-B.   

2.2 Failure Types 

In previous works, researchers used to assume that the faulty components in the IC 
problem were nodes only [11]. In reality, it is also possible for any communication me-
dium to be failed. From this viewpoint, to treat a communication medium fault as a node 
fault violates the definition of the IC problem because the innocent nodes will be ex-
cluded from the common consistency when communication medium faults are treated as 
node faults. To deal with this problem, a communication medium fault should not be 
taken for a node fault. 

However, network components may not always work well. A node is said to be 
fault-free if it follows protocol specifications during the execution of a protocol; other-
wise, the node is said to be faulty. The symptoms of node failure can be classified into 
two categories. There are dormant fault and malicious fault (also called as the Byzantine 
fault) [4]. The dormant faults of nodes include crashes and omission. A crash fault hap-
pens when a node is broken. An omission fault takes place when a node fails to transmit 
or receive a message on time or at all. On the occasion of a malicious fault, the behavior 
of a faulty node is unpredictable and arbitrary. The message transmitted by a malicious 
faulty node is random or arbitrary. It is the most damaging failure type and causes the 
worst problem. That is, if the IC problem can be solved in a malicious fault case, then the 
IC problem can also be solved in other failure mode. 

The symptoms of communication medium failure can also be classified into two 
categories: dormant fault and malicious fault [11]. The dormant faults of communication 
media are crash and stuck-at. A crash fault happens when a communication medium is 
broken. A stuck-at fault takes place when the message received from a certain commu-
nication medium is always a constant value. However, a communication medium with 
the malicious fault is one whose behavior is unrestricted and arbitrary. It is also the most 
damaging failure type of all and causes the worst problem. If a common consistency can 
be reached at the presence of a malicious fault, then a common consistency in the other 
failure modes can also be reached. That is, a fault-free communication medium can 
transmit messages on time and correctly, but the message which is transmitted by a faulty 
communication medium may be changed or delayed. 

The hybrid failure mode is one where both faulty nodes and faulty communication 
media exist [6]. In this mode, there are totally nine types of failure combinations because 
there are three types of node faults and three types of communication medium faults. The 
nine types of failure combinations are crash-crash, crash-stuck (stuck-at), crash-mali- 
cious, omission-crash, omission-stuck, omission-malicious, malicious-crash, malicious- 
stuck, and malicious-malicious. The first part in the pair indicates the type of faulty node, 
and the second one denotes the type of faulty communication medium. The worst case of 
all those above is the case of malicious-malicious [6]. If the IC problem in the case of 
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malicious-malicious failure can be solved, then the IC problem in all the other eight 
types of failure modes can also be solved. 

In the synchronous system, a fault-free node can detect the dormant faults by en-
codes a transmitted message by Manchester code before transmission [7, 8]. Fischer et al. 
also indicate that BA in an asynchronous network is impossible even if only one crash 
faulty node [2]. Hence, the assumption of underlying cloud computing environment is 
synchronous. 

3. THE DEFINITIONS AND CONDITIONS FOR THE IC PROBLEM 

In this study, the IC problem is discussed in a synchronous cloud-computing envi-
ronment, so no delay of nodes or communication media is included in our discussion. 
Therefore, the nodes executing our new protocol should receive the messages from other 
nodes within a predictable period of time. If the message is not received on time, the 
message must have been influenced by faulty components.   

3.1 Constraints 

In the IC problem, the number of faulty components can be allowed is determined 
by the total number of nodes and the connectivity of the network. In Lamport et al.’s 
protocol [4], the fallible component is node only, the failure type of the fallible node is 
malicious and network topology is fully connected. So that, the constraints of Lamport et 
al. is n > 3fm and c=n1 where n is the number of nodes, fm is the total number of allowa-
ble malicious faulty nodes and c is the connectivity in the distributed system. In Meyer et 
al., the assumption of failure types of the fallible node are dual failure mode (both 
dormant fault and malicious fault), and the underlying network topology may not be ful-
ly connected [6]. Therefore, the constraint of Meyer et al. is n > 3fm+fd and c > 2fm+fd 

where fd is the total number of allowable dormant faulty nodes in the distributed system. 
However, Siu et al. found that the correct constraint on number of nodes required should 
be n > (n1)/3+2fm+fd [11]. 

In this paper, OCCP is used to solve the IC problem in a cloud-computing environ-
ment with fallible nodes and communication media, and dual failure mode assumed. 
With consideration for efficient consistency, the interactive consistency is applied to each 
node in Layer-A, and the majority function is applied to the nodes in Layer-B. 

Therefore, the constraint of the OCCP in Layer-A is nA > (nA1)/3+2fmA+fdA where 
nA is the number of nodes, fmA is the total number of allowable malicious faulty nodes, 
and fdA is the total number of allowable dormant faulty nodes in Layer-A. This constraint 
specifies the number of nodes required in Layer-A. 

 
Constraint 1: nA > (nA1)/3+2fmA+fdA, where nA is the number of nodes, fmA is the total 
number of allowable malicious faulty nodes, and fdA is the total number of allowable 
dormant faulty nodes in Layer-A. 
 
Constraint 2: cA > 2CmA+CdA, where cA is the connectivity of Layer-A, CmA is the maxi-
mum number of malicious faulty communication media and CdA is the maximum number 
of dormant faulty communication media in Layer-A. 
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Constraint 1 specifies the number of nodes in Layer-A required; due to the unit of 
the cloud computing environment is node, so that a consistency can be achieved if nA > 

(nA 1)/3+2fmA+fdA. On the other hand, Constraint 2 specifies the required connectivity 
of Layer-A. The constraint with the connectivity of Layer-A is based on the number of 
malicious faulty nodes fmA, the number of dormant faulty nodes fdA, the number of mali-
cious faulty communication media CmA, and the number of dormant faulty communica-
tion media CdA in Layer-A. In addition, the total number of malicious faulty nodes and 
the total number of malicious faulty communication media must be smaller than half of 
cACdA. Hence, the constraint as to the connectivity of Layer-A in cloud computing en-
vironment is cA > 2CmA+CdA.    

3.2 Approach 

In the hybrid case, both nodes and communication media may be failed simultane-
ously. If a common consistency value from fault-free nodes in the hybrid case needs to 
be reached, the faulty influences from both the nodes and the communication media must 
to be removed. In this section, OCCP is introduced to solve IC problem in dual failure 
mode with both fallible nodes and fallible communication media in a cloud-computing 
environment. In OCCP, Virtual Channel (VC) is used to transmit the message(s), so the 
VC is introduced at first. 

3.2.1 The transmission protocol VC 

The concept of Virtual Channel (VC) is a way to make a reliable un-fully connected 
network (without faulty communication media) work just like a fully connected network. 
In this paper, the proposed protocol VC cannot only make an un-fully connected network 
work just like a fully connected network but also remove the influence from mali-
cious/dormant faulty communication media and malicious/dormant faulty nodes between 
the sender node and receiver node. The definition of our protocol VC is shown in Fig. 2. 

In VC, the receiver can always detect the message(s) through dormant faulty com-
ponents if the protocol VC appropriately encodes a transmitted message by Manchester 
code [7, 8]. Therefore, the message(s) through dormant faulty nodes and dormant faulty 
communication media can be detected and the value 0 is replaced as the message re-
ceived. The value 0 is used to represent the absence message. 

By using our VC, the influences by the dormant faulty components between any 
pairs of nodes can be gotten rid of in each round of message exchange, and the influ-
ences by the malicious faulty communication media between any pairs of nodes can be 
ruled out in each round of message exchange if cA > 2CmA+CdA. Due to the fault-free 
sender node can send cA copies of a message to fault-free receiver nodes. In the worst 
case, a fault-free receiver node can receive cACdA messages transmitted by the fault-free 
sender node. So that, a fault-free destination node can decide which the correct messages 
are by taking the majority value. 

The function VMAJ is shown in Fig. 2. There are four cases in the function VMAJ. 
The case 1 is used to detect the sender node is a dormant faulty node or not. The case 2 
and case 3 are the usual cases to output the correct messages from the sender node that is 
not a dormant faulty node and also not an asymmetric malicious faulty node. The case 4 
is used to detect the sender node is an asymmetric malicious faulty node or not. 
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An example of VC is shown in Fig. 3. Fig. 3 (a) illustrates a 4-connectivity network 
model with six nodes, and Fig. 3 (b) illustrates the sender node A1 using VC to transmit a 
message to destination node A4. There are four adjacent paths to node A4, so node A4 can 
receive four values from the sender node. In Fig. 3 (b), these four values can be acquired 
by node A1 via VC to transmit messages to node A4 directly, through node A2 to node A4, 
through node A5 to node A4, and through node A6 to node A4. Node A4 can receive the 
vector V1 = [v1, v 2, v5, v6] and use function VMAJ on vector V1. 

3.2.2 The proposed protocol OCCP 

In this section, OCCP is introduced to solve IC problems in dual failure mode with 
fallible nodes and communication media underlying a cloud-computing environment. 
The proposed protocol OCCP is organized as two parts, the Interactive Consistency 
Process and the Agreement Process. However, the nodes of Layer-A execute Interactive 
Consistency Process first, and then the nodes in service block of Layer-B execute 
Agreement Process. 

 
Protocol VC (Virtual Channel) 
Definition: 
 Each node has the common knowledge of graphic information G = (E, N), where N is 

the set of nodes in the Layer-A and E is a set of node pairs, (Ai, Aj), indicating a com-
munication medium between node Ai and node Aj, where 1  i, j  nA. 

 There are cA (cA > 2CmA+CdA) paths from sender node to destination nodes. 
 The cA disjoint paths between the sender nodes to destination nodes can be predefined. 
 These cA paths from sender node to destination nodes are node-disjoint paths. 
 Each intermediate node on these cA paths should not be passed through more than once. 
Steps: 
1. The sender node Ai (1  i  nA) transmits initial vi to the destination node through cA 

node-disjoint paths. 
2. If the node-disjoint path from sender node to destination node goes through any dor- 

mant communication media, then the transmits initial vi is replaced by 0. 
3. If the node-disjoint path from sender node to destination node goes through any dor- 

mant faulty node or if the sender node suffers from dormant faults, then the transmits 
initial vi is replaced by 0. 

4. The nodes in the destination node take the majority value from the same node-disjoint paths 
and construct the vector Vi = [vpath 1, vpath 2, …, v path cA-1, …, v path cA] for cA > 2CmA+CdA. 

5. The nodes in the destination node apply the function VMAJ on the values of vector Vi. 
The function VMAJ(V) 
Begin 
if the majority value is 0 and the number of value 0 is greater than or equal to cA(nA1)/3 

then output the value 0                                          /* case 1*/ 
else begin 
count the non-0 value 
if the majority value is k, where 1 ≤ k ≤ (nA1)/3 

output the value k                                             /*case 2*/ 
if the majority value is the non-k value, where 0≤ k≤ (nA1)/3, m{0,1} 
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output the value m                                             /*case 3*/ 
if the majority value is not existed 
output the value 0                                             /*case 4*/ 

end 
end. 

Fig. 2. The proposed protocol VC. 
 

 

(a) An example of cA-connected network (nA = 
6, cA = 4). 

(b) The sender node A1 uses VC to transmit mes- 
sage to destination node A4.  

Fig. 3. An example of VC. 
 

In the Interactive Consistency Process, the primary work of Layer-A’s nodes is to 
collect the user’s service requests, and then the request vector of the interactive con-
sistency can be obtained to trigger the nodes in Layer-B to perform the service request. 
In a cloud-computing environment, each node in Layer-A receives the various requests 
from users, and the nodes in Layer-B’s service block provide services to the users. 
Hence, each node of Layer-A may receive different service requests from users. Each 
node in Layer-A uses the service request as the initial value to execute OCCP to obtain 
the common vector DECA. Then, each node of Layer-A forwards the element of vector 
DECA to the nodes in the service block of Layer-B. However, the specific service request 
is to be confirmed by the nodes of same service block in the Agreement Process. Each 
node in the service block of Layer-B receives the element from the nodes of Layer-A, 
and then the majority value of the received element values is taken. Finally, the con-
sistency value is obtained by each fault-free node. The proposed protocol OCCP is pre-
sented in Fig. 4. 

When OCCP is initiated by the nodes of Layer-A, each node of Layer-A requires  
= (nA–1)/3+1 rounds to receive enough values to reach interactive consistency in the 
Interactive Consistency Process. In the first round of Message Exchange Phase in Inter-
active Consistency Process, each node of Layer-A parallel transmits its initial value to 
other nodes in Layer-A by using VC, and then receives the value by using VC and stores 
it in the root of its mg-tree. The mg-tree is a tree structure which is used to store the re-
ceived messages. Subsequently, each node of Layer-A parallel transmits the values at 
level (r1) by using VC in the corresponding mg-tree to other nodes in Layer-A. In the 
Decision Making Phase, each node of Layer-A reorganizes its mg-tree into a corre-
sponding ic-tree. The ic-tree is a tree structure that is used to store a received message 
without repeated node names. 

Finally, all fault-free nodes use function VOTE to remove the faulty influence from 
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faulty nodes to obtain the common value. The function VOTE only counts the non-value 
0 (excluding the last level of the ic-tree) for all vertexes at the rth level of an ic-tree, 
where 1 ≤ r ≤ (nA1)/3+1. The condition 1, condition 4, and condition 5 in the function 
VOTE are similar to conventional majority vote. The condition 2 is used to remove the 
influence by a malicious faulty node. The condition 3 is used to solve the case of dual 
failure mode and describes the existence of an absentee. When the function VOTE is 
applied to the root of each corresponding ic-tree, and then a vector DECA with nA ele-
ments is obtained. Each element of DECA is mapped to a specific application that will be 
executed in the corresponding service block of Layer-B. 

In Layer-B, each service block provides a specific application, and some service 
blocks maybe provide the same applications. All nodes in the same service block provide 
the same application. However, each element of the vector DECA is mapped to a specific 
service in a service block of Layer-B. Therefore, nodes in the same service block will 
receive the mapped element from the nodes of Layer-A. The node of Layer-B that 
receives the element of DECA represents the same application for all nodes in the same 
service block. In the Agreement Process of OCCP, each node in the same service block 
of Layer-B receives the element from each node of Layer-A with the vector DECA. 
However, the maximal number of allowable faulty nodes in Layer-A cannot exceed (nA– 
1)/3. Hence, each node in same service block of Layer-B can receive at least nA(nA–1) 
/3 correct values. The amount of correct values is greater than the amount of faulty 
values. Therefore, when each node takes the majority value from the received values, 
each node in the same service block of Layer-B can obtain the common correct value. 

 
OCCP (Optimal Cloud Consistency Protocol) 
The nodes of Layer-A execute Interactive Consistency Process. 
The nodes of Layer-B’s service block execute Agreement Process. 
Interactive Consistency Process (for the node Ai in the Layer-A with initial value vi; 1  i  

nA, where nA is the number of nodes in Layer-A, for nA > 3) 
Pre-Execute.  

Compute the number of rounds required  = (nA–1)/3+1 
Message Exchange Phase: 
If r = 1 
then: 

1) Each node Ai parallel broadcasts its initial value vi to other nodes in 
Layer-A by using VC. 

2) Each node receives and stores the nA values sent from nA nodes of Lay-
er-A in the corresponding root of its mg-tree by using VC. 

3) If the initial value vi received from node Ai is “0”, then using the value 
“0” to replace the value “0”. 

For 1< r ≤ , 
do: 

1) Each node uses VC to parallel transmit the function VMAJ values at 
level r1 in the corresponding mg-tree to other nodes in Layer-A, if the 
VMAJ value at level r1 is k, then replace the value k+1 as the trans-
mitted value, where 0 ≤ k ≤ (nA1)/3. 

2) Each receiver node stores the VMAJ values in the corresponding verti-
ces at level r of its mg-tree. 

Decision Making Phase: 
Step 1: Reorganize each mg-tree into a corresponding ic-tree by deleting the verti-

ces with repeated node names. 
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Step 2: Using function VOTE with the root i of each node’s ic-tree and obtaining 
the common value VOTE(i).  

VOTE() = begin 
if the  is a leaf 
then output the value                           /* condition 1*/ 
else begin 

if the number of value 0 is 3*((nA1)/3r+1)+[(nA1) mod 3] 

output the value                           /* condition 2*/ 
if the majority value is k, where 1 ≤ k ≤ (nA-1)/3 

output the value k-1                                     /* condition 3*/ 
if the majority value is the non-k value, where 0 ≤ k ≤ (nA1)/3, 

output the majority value m, m{0,1}          /* condition 4*/ 
if the majority value is not existed 

output the default value                     /* condition 5*/ 
end 

end. 
Agreement Process (for the node Bij in the service block Bj of Layer-B, 1  i  nBj where nBj 
is the number of nodes in service block Bj of Layer-B) 
Step 1: All nodes in the same service block Bj of Layer-B receive the element value of 

DECA that transmits from the nodes in Layer-A for the specific application needs. 
Step 2: Each node of same service block Bj in Layer-B takes a majority value of the re-

ceived element values and the consistency value v is obtained. 
Fig. 4. Protocol OCCP. 

4. AN EXAMPLE OF EXECUTING OCCP AND VC 

The example of executing the OCCP based on a hybrid dual fallible cloud-compu- 
ting environment is discussed in this section. An example of Layer-A of a cloud-comput- 
ing environment is shown in Fig. 5 (a). 

The nodes in Layer-A receive the service request. The protocol, for this example, 
two rounds (=(nA–1)/3+1=(5–1)/3+1=2, where nA is the number of nodes in Layer- 
A) are required to exchange the messages. In this example, there are five nodes in Lay-
er-A, where each node receives the user’s service request. Fig. 5 (b) is the initial value of 
each node in Layer-A. Each node receives different service requests from different users, 
e.g., A1 receives the mail service request and A2 receives the video service request, etc. 
However, some nodes in Layer-A may receive the same requests. During the first round 
of Message Exchange Phase, each node of Layer-A parallel transmits the initial value by 
using VC to all nodes of Layer-A and stores the received nA(=5) values in the corre-
sponding root of each mg-tree, as shown in Fig. 5 (c). In the second round, each node 
parallel transmits the values in the root of the corresponding mg-tree by using VC to 
other nodes in Layer-A and stores the received values in level 1 of the nA(=5) correspon- 
ding mg-trees. The progression of nodes A1 and A4 during Message Exchange Phase is 
shown in Figs. 5 (d) and (f). 

Subsequently, in the Decision Making Phase, the mg-tree is reorganized into the ic- 
tree by deleting those vertices with repeated node names. The corresponding ic-tree of 



REACHING OPTIMAL INTERACTIVE CONSISTENCY IN A FALLIBLE CLOUD COMPUTING ENVIRONMENT 215

Fig. 5. (c) The mg-tree of each node in Layer-A at the first round of Message Exchange Phase. 

nodes A1 and A4 is shown in Figs. 5 (e) and (g). Then, function VOTE is applied on the 
ic-tree root of each node to take the majority value, as shown in Figs. 5 (h) and (i). Even- 
tually, the common consistency value DECA of nodes A1 and A4 is obtained. 

All nodes in the service block of Layer-B receive the element of DECA from the 
nodes of Layer-A by broadcast network, as shown in Fig. 5 (j). However, the nodes of 
the service block in Layer-B execute Agreement Process. For example, all nodes in B3 
receive the element value of DECA that is transmitted from the nodes in Layer-A for the 
specific application needs. If the nodes in Layer-A send the E-mail service request with 
elements of DECA to all nodes in B3, then all nodes in B3 receive the element of DECA 
that is transmitted from Layer-A’s nodes, as shown in Fig. 5 (k). Subsequently, all nodes 
in the B3 must take a majority value from the received element values, as shown in Fig. 5 
(l). Finally, the common values through the Agreement Process with each fault-free node 
can be obtained. 

 

 

 

 
Fig. 5. (b) The initial value of 

each node in Layer-A. 

 
 

A1 A2 A3 A4 A5 
1 1 0 1 0 

Fig. 5. (a) Example of Layer-A.     

 level 0 Root Using VC 
A1 1 1 ←(1,1,0,1,0)

 2 1 ←(1,1,0,1,0)
 3 0 ←(0,0,1,0,1)
 4 1 ←(1,1,0,1,0)
 5 0 ←(0,0,0,0,0)

    
 level 0 Root Using VC 
A2 1 1 ←(1,1,0,1,0)

 2 1 ←(1,1,0,1,0)
 3 1 ←(1,1,1,1,1)
 4 1 ←(1,1,0,1,0)
 5 0 ←(0,0,0,0,0)

    
 level 0 Root Using VC 
A3 1 1 ←(1,1,0,1,0)

 2 1 ←(1,1,0,1,0)
 3 1 ←(1,1,0,1,1)
 4 1 ←(1,1,0,1,0)
 5 0 ←(0,0,0,0,0)

 

 

 

level 0 Root Using VC 
A4 1 1 ←(1,1,0,1,0) 

2 1 ←(1,1,0,1,0) 
3 0 ←(0,0,1,0,1) 
4 1 ←(1,1,0,1,0) 
5 0 ←(0,0,0,0,0) 

level 0 Root Using VC 
A5 1 1 ←(1,1,0,1,0) 

2 1 ←(1,1,0,1,0) 
3 1 ←(1,1,1,1,1) 
4 1 ←(1,1,0,1,0) 
5 0 ←(0,0,0,0,0) 
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    Fig. 5. (d) The final mg-tree of A1. Fig. 5. (e) The ic-tree of A1 by Decision Making Phase. 

 

 

 
   Fig. 5. (f) The final mg-tree of A4. Fig. 5. (g) The ic-tree of A4 by Decision Making Phase
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VOTE(1)= majority(val(12), val(13),val(14),val(15))= majority(1, 0, 1, 1)= 1 
VOTE(2)= majority(val(21),val(23),val(24),val(25))= majority(1, 1, 1, 1)= 1 
VOTE(3)= majority(val(31),val(32),val(34),val(35))= majority(0, 1, 0, 1)= 0 
VOTE(4)= majority(val(41),val(42),val(43),val(45))= majority(1, 1, 1, 1)= 1 
VOTE(5)= majority(val(51),val(52),val(53),val(54))= majority(1, 1, 0,, 1)= 1 

DECA=(1,1,0,1, 1) 
Fig. 5. (h) The common value VOTE(i) by A1 in Decision Making g Phase. 

 

VOTE(1) = majority(val(12),val(13),val(14),val(15)) = majority(1, 1, 1, ) = 1 
VOTE(2) = majority(val(21),val(23),val(24),val(25)) = majority(1, 1, 1, ) = 1 
VOTE(3) = majority(val(31),val(32),val(34),val(35)) = majority(0, 1, 0, ) = 0 
VOTE(4) = majority(val(41),val(42),val(43),val(45)) = majority(1, 1, 0, ) = 1 
VOTE(5) = majority(val(51),val(52),val(53),val(54)) = majority(, , 1,, ) =  

DECA=(1,1,0,1, ) 
Fig. 5. (i) The common value VOTE(i) by A4 in Decision Making Phase. 

 

 
Fig. 5. (j) Example of the nodes in Layer-A forwarding the value to service block B3 of Layer-B. 

 

A1 1 A1 1 A1 1 A1 1 A1 1 
A2 1 A2 1 A2 1 A2 1 A2 1 
A3 0 A3 0 A3 1 A3 0 A3 0 
A4 1 A4 1 A4 1 A4 1 A4 1 
A5 1 A5 1 A5 1 A5 1 A5 1 

B31 B32 B33 B34 B35 
Fig. 5. (k) Each node of B3 receives element of DECA from Layer-A’s node. 

 

 majority   majority  
B31= (1,1,0,1,1) => MAJ1=1 B34= (1,1,0,1,1) => MAJ4=1 
B32= (1,1,0,1,1) => MAJ2=1 B35= (1,1,0,1,1) => MAJ5=1 
B33= (1,1,1,1,1) => MAJ3=1    

Fig. 5. (l) The common value of each node in service block B3. 
Fig. 5. The example of executing the OCCP. 
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5. THE CORRECTNESS AND COMPLEXITY OF OCCP 

The following lemmas and theorems are used to prove the correctness and complex-
ity of OCCP. 

5.1 Correctness of OCCP 

To prove the correctness of our proposed protocol, a vertex  is called common if 
each fault-free node has the same value for . That is, if vertex  is common, then the 
value stored in vertex  of each fault-free node’s mg-tree or ic-tree is identical. When 
each fault-free node has a common initial value of node Ai in the root of an ic-tree, if the 
root Ai of an ic-tree in a fault-free node is common and the initial value received from the 
node Ai is stored in the root of the tree structure, then a consistency is reached because 
the root is common. Thus, the constraints, (Consistency) and (Validity), can be rewritten 
as: 

(Consistency’): Root i is common, and 
(Validity’):   VOTE(i)=vi for each fault-free node, if the node Ai is fault-free. 

To prove that a vertex is common, the term common frontier is defined as follows: 
When every root-to-leaf path of the tree (an mg-tree or an ic-tree) contains a common 
vertex, the collection of the common vertices forms a common frontier. In other words, 
every fault-free node has the same messages collected in the common frontier if a com-
mon frontier does exist in a fault-free node’s tree structure (mg-tree or ic-tree); subse-
quently, using the same majority voting function to compute the root value of the tree 
structure, every fault-free node can compute the same root value because the same input 
(the same collected messages in the common frontier) and the same computing function 
will cause the same output (the root value). 

Since OCCP can solve the IC problem, the correctness of OCCP should be exam-
ined by the following two terms. 

 
(1) Correct vertex: Vertex i of a tree is a correct vertex if node Ai (the last node name in 

the name list of vertex i) is fault-free. In other words, a correct vertex is a place to 
store the value received from a fault-free node. 

(2) True value: For a correct vertex i in the tree of a fault-free node, val(i) is the true 
value of vertex i. In other words, the stored value for a correct vertex is called the 
true value. 
 
By the definition of a correct vertex, its stored value is received from the fault-free 

node, and a fault-free node always transmits the same value to all nodes; therefore, the 
correct vertices of such an mg-tree are common. After reorganizing the mg-tree into its 
corresponding ic-tree by deleting the vertices with repeated node names, the values 
stored on the correct vertices of an ic-tree shall be the same. As a result, all the correct 
vertices of an ic-tree are also in common [4]. Again, by the definition of a correct vertex, 
a common frontier does exist in the ic-tree inasmuch as Consistency’ and Validity’ are 
true, regardless of whether the source node is fault-free or faulty if the IC problem has 
been solved. 
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Lemma 1: The message(s) through dormant faulty nodes and dormant faulty communi-
cation media can be detected by fault-free destination node. 
 
Proof: The message(s) from dormant faulty components can be detected if the protocol ap- 
propriately encodes a transmitted message by Manchester code before transmission [7, 8]. 
 
Theorem 1: The fault-free destination node can receive the message(s) from sender node 
without influence from any faulty components between the sender node and destination 
node if cA > 2CmA + CdA. 
 
Proof: By Lemma 1, the influence from dormant faulty components between any pair of 
sender node and destination node can be removed in each round of message exchange, 
and the influences by the malicious faulty components between any pairs of nodes in 
Layer-A in each round of message exchange if cA > 2CmA+CdA can be ruled out. The rea-
son is that the fault-free sender node sends cA copies of a message to fault-free destina-
tion nodes. In the worst case, a fault-free destination node can receive cACdA messages 
transmitted by the fault-free sender node. Due to the message(s) from dormant faulty 
components can be detected; in addition, the cACdA > 2CmA can also be obtained. There-
fore, a fault-free destination node can decide which the correct messages are by taking 
the majority value.  
 
Lemma 2: The fault-free destination node can detect the dormant faulty sender node by VC. 
 
Proof: If the number of value 0 is greater than or equal to cA(nA1)/3 then the sender 
node is in dormant fault. The reason is that there are at most (nA1)/3 malicious faulty com- 
ponents in the network, hence there are at most (nA1)/3 non-0 value in the vector Vi.  
 
Theorem 2: The fault-free node can detect all dormant faulty nodes in the network. 
 
Proof: In the protocol OCCP, there are (nA1)/3+1 rounds of message exchange in 
Interactive Consistency Process, where nA ≥ 4, so there are at least two rounds of mes-
sage exchange in the Message Exchange Phase. Each fault-free node can receive the 
message from node Ai in the first round of message exchange by using VC, and receive 
other nodes message(s) in the second round of message exchange by using VC. Without 
node Ai, each node can receive all other nodes’ message(s) in the network after two 
rounds of message exchange by using VC. According to the Lemma 2, each fault-free 
node can detect all dormant faulty nodes in the network.  
 
Lemma 3: All correct vertices of an ic-tree are common. 
 
Proof: After reorganization, no repeatable vertices are in an ic-tree. At the level (nA1)/ 
3+1 or above, the correct vertex  has at least 2(nA1)/3 +1 children in which at least 
(nA1)/3+1 children are correct. The true value of these (nA1)/3+1 correct vertices is 
in common, and the majority value of vertex  is common. The correct vertex  is 
common in the ic-tree, if the level of  is less then (nA1)/3 +1. As a result, all correct 
vertices of the ic-tree are common.  
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Lemma 4: A common frontier exists in the ic-tree. 
 
Proof: There are (nA1)/3 +1 vertices along each root-to-leaf path of an ic-tree in 
which the root is labeled by the name of node Ai, and the others are labeled by a se-
quence of node names. Since at most (nA1)/3 nodes can be failed, there are at least 
one vertex is correct along each root-to-leaf path of the ic-tree. By Lemma 3, the correct 
vertex is common, and the common frontier exists in each fault-free node’s ic-tree.  
 
Lemma 5: Let  be a vertex;  is common if there is a common frontier in the subtree 
rooted at . 
 
Proof: If the height of  is 0, and the common frontier ( itself) exists, and then  is 
common. If the height of  is r, the children of  are all in common by using induction 
hypothesis with the height of the children at r1, then the vertex  is common.  
 
Corollary 1: The root is common if a common frontier exists in the ic-tree. 
 
Theorem 3: The root of a fault-free node’s ic-tree is common. 
 
Proof: By Lemma 3, Lemma 4, Lemma 5 and Corollary 1, the theorem is proved.  
 
Theorem 4: Protocol OCCP solves the IC problem in a cloud computing. 
 
Proof: To prove the theorem, it has to show that OCCP meets the Consistency’ and Va-
lidity’. 

(Consistency’): Root i is common. By Theorem 3, (Consistency’) is satisfied.  
(Validity’): VOTE(i) = v for all fault-free nodes, if the initial value of the node Ai is 

vi, say v = vi. 

Since most of nodes are fault-free, they use VC to transmit the message to all others. 
The value of correct vertices for all fault-free nodes’ mg-tree is v. When the mg-tree is 
reorganized to an ic-tree, the correct vertices still exist. As a result, each correct vertices 
of the ic-tree is common (Lemma 3), and its true value is v. By Theorem 3, this root is 
common. The computed value VOTE(i) = v is stored in the root for all fault-free nodes. 
(Validity’) is satisfied. 

 
5.2 Complexity of OCCP 
 

The complexity of OCCP is evaluated in terms of (1) the minimal number of rounds, 
and (2) the maximum number of allowable faulty components. Theorems 5 and 6 below 
will show that the optimal solution is reached. 

 
Theorem 5: The maximum number of allowable faulty components by OCCP is TF = 
TFA + TFB. TFA is the total number of allowable faulty nodes in Layer-A and TFA = fmA+fdA, 
where fmA is the total number of allowable malicious faulty nodes, fdA is the total number 
of allowable dormant faulty nodes in Layer-A, and nA > (nA-1)/3+2fmA+fdA. TFB is the to- 



REACHING OPTIMAL INTERACTIVE CONSISTENCY IN A FALLIBLE CLOUD COMPUTING ENVIRONMENT 221

tal number of allowable faulty nodes in Layer-B and TFB =



ng

j
Bjn

1

)1( . 
 
Proof: Siu et al. indicate the constraint of BA problem for node faults only as n  >  (n1) 
/3+2fm+fd, and the unit they focus on is the node [11]. However, the fault status of our 
assumption is also that nodes are faulty. Hence, the constraint of the maximum number 
of allowable faulty nodes can be applied to our study. Therefore, n  >  (n1)/3+2fm+fd in 
Siu et al., is implied to nA > (nA1)/3+2fmA+fdA in a hybrid dual fallible cloud-computing 
environment with nA nodes of Layer-A. The constraint is rewritten as nA > (nA-1)/3+2fmA 

+fdA, and the total number of allowable faulty components by OCCP in Layer-A is fmA 
malicious faulty nodes and fdA dormant faulty nodes, which is maximal if nA >(nA1)/3+ 
2fmA+fdA. 

In addition, there are gn service blocks in Layer-B. Each service block has Bij nodes, 
where 1 ≤ j ≤ gn. However, when a fault-free node of service block Bj in Layer-B exists, 
then the specific application can possibly be carried out. Therefore, the fault tolerant ca- 

pability of Layer-B is 



ng

j
Bjn

1

)1(  where nBj is the number of nodes in service block Bj of  

Layer-B and there are gn service blocks in Layer-B. 
In conclusion, the maximum number of allowable faulty components of OCCP is TF 

= TFA + TFB, where TFA is the total number of allowable faulty nodes in Layer-A and TFB 
is the total number of allowable faulty nodes in Layer-B.  

 
Theorem 6: OCCP requires (nA–1)/3+2 rounds to solve the IC problem in a hybrid 
dual fallible cloud-computing environment, and (nA–1)/3+2 is the minimum number of 
rounds required to exchange messages. 
 
Proof: Because message passing is required only in the Message Exchange Phase, the 
Message Exchange Phase is time consuming. Wang et al. pointed out that (n–1)/3+1 
rounds are the minimum number of rounds to send sufficient messages to achieve con-
sistency in an n-node fallible distributed system [11]. However, in a hybrid dual fallible 
cloud-computing environment, the nodes and communication media maybe in dormant 
or malicious fault simultaneously. In addition, each node in the hybrid dual fallible 
cloud-computing environment must exchange messages with other nodes. Therefore, a 
constraint on the minimum number of rounds can be applied to the study. However, in a 
hybrid dual fallible cloud-computing environment, there are nA nodes in Layer-A, OCCP 
needs (nA–1)/3+1 rounds to exchange message. In addition, in the Decision Making 
Phase, each node in Layer-A sends the specific element of DECA to the nodes of a spe-
cific application executed service block in Layer-B. Therefore, an additional round of 
message exchange is required. In conclusion, the minimum number of rounds of OCCP 
is (nA–1)/3+2. Moreover, the number rounds required is optimal.  

6. CONCLUSIONS 

The IC problem is fundamental in a distributed system, and has been extensively 
studied. Network topology is an important issue related to consistency. However, cloud 
computing is a new concept for distributed systems. It has greatly encouraged distributed 
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system design and practice to support user-oriented services. In this paper, the OCCP 
protocol is proposed to make all fault-free nodes reach consistency. This protocol can 
use a minimal number of rounds of message exchange and tolerate a maximal number of 
allowable faulty components in a hybrid dual fallible cloud-computing environment. The 
IC problem for dormant or malicious faulty nodes and communication media in a cloud- 
computing environment is revisited and the fault-tolerance capacity is enhanced by OCCP. 
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