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In the knowledge graph alignment process, most researchers focus only on heteroge-

neous entities, thereby, ignoring the impact of homogeneous entities on matching accuracy 

and efficiency. In this study, we propose a two-stage strategy that corresponds to homoge-

neous and heterogeneous entities. In the first stage, an embedding-based semantic cluster-

ing algorithm is applied to divide the semantics into multiple clusters, which are paired 

according to the centroid distance. Additionally, homogeneous entities were matched by 

combining the Linked Lists and k-dimensional trees. In the second stage, we propose an 

embedding-based graph convolutional neural network (E-GCN) model that assigns differ-

ent weights to relations based on the aligned homogeneous entities in the first stage. Com-

pared with other GCN-based models, the entity alignment (EA) accuracy of the E-GCN 

model was the best, and the training time was reduced by 43.2%. Experimental results 

reveal that the proposed two-stage method significantly improves EA performance com-

pared with state-of-the-art EA models. Moreover, the Canberra semantic distance is most 

suitable for representing the similarity between entities and the exponential linear unit 

(ELU) activation function accelerated the convergence of the E-GCN model.  

 

Keywords: knowledge graph embedding, entity alignment, graph convolutional network, 

heterogeneous entities, homogeneous entities, semantic distance calculation 

 

 

1. INTRODUCTION 
 

Heterogeneous graph problems among different knowledge graphs (KGs) have not 

been considered despite the success of graph convolutional networks (GCNs) in KGs. Alt-

hough most of the GCN methods are restricted to graphs with homogeneous edges, real-

world KGs typically consist of various types of nodes and edges. In KGs, vertices and 

directed edges are called entities and triplets. Edges are represented in relational triplets (h, 

r, t) or attribute triplets <head entity; attribute; and attribute value>. A technique that can 

integrate entities among heterogeneous KGs is required because heterogeneous graphs are 

usually incomplete and complementary to each other. The entity alignment (EA) technique 

automatically extracts equivalent entities when the heterogeneity of names and semantics 

in different KGs is encountered. 
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Recently, many EA studies have been conducted to solve KG heterogeneity problems; 

however, most of them are translation-based models, such as MTransE [1], IPTransE [2], 

and BootEA [3]. The translation-based methods require less human involvement in feature 

extraction and are easily scalable to large-scale KGs compared to the existing convolu-

tional neural networks (CNNs). However, owing to the limited assumption that h + r  t, 

they are inefficient in capturing more complex relationship information, especially in mul-

tiple relationship graphs. 

A novel research direction for EA has progressed by utilizing GCN models. However, 

limitations in terms of the proper modeling of relational information exist in this approach 

as well. Valuable relational information in KGs can be ignored because most of the GCN 

methods operate on undirected and unlabeled graphs. Relational GCNs (R-GCNs) [4] can 

be used to model multi-relationship graphs; however, they require an excessive set of pa-

rameters and use a separate weight matrix for each relationship. Dual-Primal Graph CNN 

(DPGCNN) [5] determines vertex and edge features by alternately performing convolution 

operations between the vertex-centered primal graph and its dual graph. Furthermore, it 

repeatedly applies the graph attention mechanism to explore complex edge structures. In-

spired by the DPGCNN, a relation-aware dual GCN (RDGCN) [6] was proposed, which 

can better represent and characterize the relationships between different KGs. Although 

DPGCNN and RDGCN provide a novel research direction, their matching accuracy is still 

low because they only use deep learning functions. 

Homogeneous entities have the same semantics and belong to the same synonym set. 

However, heterogeneous entities with the same semantics cannot be matched because they 

do not belong to the same synonym set. Fig. 1 depicts an example of the heterogeneity and 

homogeneity of KG where the grey rectangular boxes indicate the heterogeneity. Addi-

tionally, there are some entities with the same expression among the different KGs and are 

called homogeneous entities (e.g., Mark’s circular image). The number of homogeneous 

entities is large, and the representation of the triples is identical. Therefore, it is not advis-

able to adopt complex GCN-based approaches for homogeneous entities. 

Here, we have adopted a two-stage strategy to solve the heterogeneity and homoge-

neity problems separately. In the first stage, homogeneous entities between KGs were ex-

tracted through a combination of an embedding-based semantic clustering method and a 

k-dimensional tree. Owing to the utilization of the index structure, the matching efficiency 

was significantly improved. In the second stage, a homogeneous weight layer was added 

before the dual attention layer of the RDGCN model to weigh the relation between two 

homogeneous entities. In other words, if two entities have a homogeneous relationship, the 

edge connected to these entities should be assigned more weight. This method can enrich 

the relationship between entities and accelerate the convergence of our GCN model. The 

contributions of our study are summarized as follows, 

 

• To the best of our knowledge, this is the first attempt to study the impact of homogeneous 

entities on EA. The experimental results reveal that assigning different weights to the 

edges of homogeneous entities can effectively improve the accuracy and convergence 

speed of the EA. 

• Our method can improve the EA performance without altering the existing GCN-based 

model structure. In addition, the silhouette coefficient (SC) and time matching ratio 

(TMR) are utilized to quickly find the optimal model parameters using semantic clus-
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tering and alignment for homogeneous entities. 

• We have proposed an embedding-based GCN (E-GCN) model. Moreover, to improve 

the semantic expression ability of nodes in the KGs, we have adopted a graph attention 

mechanism. The experimental results reveal that the Canberra semantic distance is ap-

propriate for the semantic similarity representation, and the exponential linear unit (ELU) 

activation function is the best option for considering accuracy and efficiency.  

 

 
Fig. 1. An example of the heterogeneity and homogeneity of the KG. Circles represent entity identi-

fiers; arrows represent various relationships, and rectangular boxes store the attribute values. Dashed 

lines connect the seed entity pairs. 

 

The remaining sections of this paper are organized as follows. In Section 2, the related 

studies are described. In Section 3, the two-stage EA architecture and flowchart for homo-

geneous and heterogeneous entities are presented. Here, an E-GCN model is proposed, and 

a two-stage EA algorithm is designed. The k value determination involved in the experi-

ment is also defined. In Section 4, the performance evaluation of the existing mainstream 

methods is described. Finally, in Section 7, conclusions are inferred, and future research 

directions are suggested.  
 

2. RELATED WORKS 

2.1 KGE Models 

KGE models embed a graph structure into a low-dimensional vector space and the 

existing KGE models are divided into three main groups.  

 

(1) Translational models (e.g., TransE [7], TransH [8], TransR [9], and TransD [10]) were 

inspired by Word2Vec [11], which captures semantic information based on the prin-
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ciple of translational invariance. Moreover, TransE regards entities in the KGs as 

translation vectors. Assume a triple (h, r, t), where h, r, and t represent head entities, 

relations, and tail entities, respectively. To make h + r = t, a scoring function is utilized 

to continuously optimize h, r, and t. However, these models have a low expressive 

ability without capturing semantic information.  

(2) Semantic matching models (e.g., DistMult [12], ComplEx [13], HolE [14], SimplE 

[15], RotatE [16], and TuckER [17]): Compared to translational models, semantic 

matching models exhibit a significant performance improvement by utilizing matrix 

multiplication. However, these models ignore the intrinsic relationships between tri-

ples in the KGs because they are not sufficient for capturing deeper semantics and 

complex relations.  

(3) Deep learning models (e.g., ProjE [18], ConvE [19], R-GCNs, ConvKB [20], and 

DSKG [21]) are primarily based on the type of entity or relation, path information, 

and structure information. The use of CNN and attention mechanisms results in a bet-

ter embedding performance. Table 1 lists the weaknesses of the KGE models. 

 
Table 1. KGE models. 

Category Weakness Models 

Translational Models 
Low expressive power without  

capturing semantic information 
TransE, TransH, TransR, TransD 

Semantic Matching 

Models 

Not Sufficient for capturing deeper 

semantics 

DistMult, ComplEx, HolE, 

SimplE, RotatE, TuckER 

Deep Learning Models Low efficiency for large scale KGs 
ProjE, ConvE, R-GCNs, 

ConvKB, DSKG 

2.2 EA Models 

Embedding-based models, such as JE [22], MTransE, JAPE [23], IPTransE, and 

BootEA, were used for entity representations based on prior alignments. These methods 

require less human involvement in feature construction and can be scaled to large KGs. 

However, they were constrained by the assumption h + r  t. This strong assumption makes 

it inefficient for the model to capture more complex relational information in multi-rela-

tional graphs. Zequn et al. [24] indicated that embedding-based methods cannot be directly 

applied to EA for two reasons. First, not all the entities follow the same schema. Second, 

the attribute alignment must be a 1-to-1 mapping. Considering the above issues, Zequn et 

al. [25] adopted the GCN and proposed a new direction to represent multiple KG entities. 

However, this approach is also unable to model relation information accurately. Regarding 

the R-GCN model, it performs message passing through a convolution opera-tion on multi-

relational graphs. HGCNs are two-layered GCN with entity name initialization and high-

way gates. Subsequently, GCN-based models, such as RDGCN and entity alignment with 

multi-order graph convolutional network (EMGCN) [26], were proposed, and RDGCN 

achieved better entity representation by the attention interaction mechanism and dual graph. 

The EMGCN is an unsupervised KG entity alignment method that uses a late-fusion mech-

anism, and rich relational triples can be integrated. Table 2 lists the categories, advantages, 

and weaknesses of EA models. 
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Table 2. EA models. 

Category Advantages and disadvantages Models 

Embedding-

based 

Models 

Pros 

–Requires less human involvement in feature con-  

struction  

–Can be scaled to large KGs JE, MTransE, JAPE, 

IPTransE, BootEA 

Cons 
–Not all entities follow the same schema 

–Not all attributes alignment meets 1-to-1 mapping 

GCN-based 

Models 

Pros –Better representations for complex edge structures RDGCN, EMGCN, 

GCN-Align, HGCN-JE Cons –Unable to model relation information accurately 

2.3 Semantic Distance Calculation Methods 

The goal of embedded models is to perform EA based on vector distance after obtain-

ing the semantic vectors. According to the vector category, they can be divided into nu-

merical and Boolean vectors; among them, semantic vectors belong to numerical vectors. 

The most common distance calculation method is the Euclidean distance [27] which is 

simple and often used to calculate the semantic distance between low-dimensional vectors. 

The Manhattan Chebyshev distance [28] represents the sum of the absolute wheelbases of 

the entity vectors and the maximum difference between the entity vectors, respectively. 

The cosine distance [29] is not considered as a distance but a similarity. Other distances 

directly measure the distance between two entity vectors in high-dimensional space. Co-

nsidering the distance as zero, two vectors are regarded as “same” and the result of the 

cosine is in [0, 1]. The Canberra distance [30] is a weighted version of the Manhattan dis-

tance used to measure the middle of the two vector spaces. Moreover, it has been used to 

compare ranking lists and intrusion detection in computer security. Table 3 lists different 

semantic distance methods. 

 
Table 3. Semantic distance methods. 

Methods Formula Methods Formula 
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2.4 Activation Functions 

The activation function adds non-linear factors to the model to make it more expres-

sive. Common activation functions include sigmoid and rectified linear unit (ReLU). The 
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sigmoid function limits the value between (0, 1), which can be used as a probability to 

explain the results obtained by the algorithm and is suitable for binary classification prob-

lems. ReLU has no gradient saturation problem when the input is positive, and the training 

speed is much faster when compared to the sigmoid function. However, the sigmoid and 

ReLU functions have a common problem; if the input is negative, the gradient is com-

pletely zero. The leaky ReLU function was introduced to solve this problem, and its range 

was from negative infinity to positive infinity. ELU causes the normal gradient closer to 

the unit natural gradient by reducing the effect of the bias offset, thereby accelerating the 

learning of the mean towards zero. Swish used the same gating value to simplify the gating 

mechanism, called self-gating. This can prevent slow gradients from gradually approach-

ing zero and causing saturation. Table 4 lists formulas of activation functions. 

 

Table 4. Activation functions. 

Name Formula Name Formula 
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3. TWO-STAGE ENTITY ALIGNMENT METHOD 

3.1 Two-stage EA Architecture 

Fig. 2 depicts the proposed two-stage EA architecture. The entire architecture consists 

of preprocessing (entity extraction, embedding, and semantic clustering), EA (first and 

second stages), and optimization (k values adjustment). The main purpose of preprocessing 

is to replace the entities with vectors and match clusters distributed in different KGs, acc- 

 

 
Fig. 2. Proposed two-stage EA architecture. 
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cording to the centroid distance. The EA is divided into the first and second stages, which 

process the alignment of homogeneous and heterogeneous entities, respectively. Mainly, 

the optimization is for the selection of k values that appear in the K-means and K-nearest 

neighbor (K-NN) algorithms. The definitions of KGs and EA are as follows: 

 

Definition 1: KGs are represented by G = (E, R, A, AV, T), where E, R, A, AV, and T 

represent entities, relations, attributes, attribute values, and triples, respectively. Given two 

KGs G1 = (E1, R1, A1, AV1, T1) and G2 = (E2, R2, A2, AV2, T2), the EA aims to identify 

entity pairs (e1, e2), e1E1, e2E2, where e1 and e2 represent the same real-world entity.  

 

Table 5. Statistics of benchmark datasets.  

Dataset Language Entities # Rel # Rel.triples # Attr.triples # 

DBP15K 

Zh-En 

Chinese 19,388 2,830 153,929 379,684 

English 19,572 2,317 237,674 567,755 

DBP15K 

Ja-En 

Japanese 19,814 2,043 164,373 354,619 

English 19,780 2,096 233,319 497,230 

DBP15K 

Fr-En 

French 19,661 1,379 192,191 528,665 

English 19,993 2,209 278,590 576,543 

SRPRS 

Fr-En 

French 15,000 177 33,532 53,045 

English 15,000 221 36,508 60,800 

SRPRS 

De-En 

German 15,000 222 38,363 55,580 

English 15,000 120 37,377 73,753 

SRPRS 

DBP-Wd 

DBpedia 15,000 253 38,421 64,021 

Wikidata 15,000 144 40,159 133,371 

SRPRS 

DBP-Yg 

DBpedia 15,000 323 33,748 58,853 

Yago 3 15,000 30 36,569 18,241 
* Entities #, Rel #, Rel.triples #, and Attr.triles indicate the number of entities, relations, relation triples, and at-

tribute triples in each KG, respectively. 

 

(1) Entity extraction: In our experiments, we have used the DBP15K datasets [31]. 

DBP15K contains four language-specific KGs extracted from English (En), Chinese 

(Zh), French (Fr), and Japanese (Ja) DBpedia, each of which contains approximately 

65,000–106,000 entities. Three DBP15K sets were constructed to align entities bet-

ween the other three languages (Zh, Fr, and Ja) and En. For example, we merge two 

different Zh and En KGs to create a Zh-En dataset. Table 5 presents the statistics for 

the DBP15K and SRPRS datasets. The main task of the entity extraction step is to 

extract entities from the DBP15K datasets using Apache Jena [32]. Lingbing et al. [33] 

indicated that the KGs of traditional EA datasets (e.g., DBP15K or DWY100K) are 

highly dense, and the degree distributions deviate from the real-life KGs. Therefore, 

they established a new EA benchmark (i.e., SRPRS) that follows a real-life distribu-

tion using reference links in DBpedia. The SRPRS evaluation benchmark consists of 

cross-lingual (Fr-En and De-En) and mono-lingual KG pairs (DBP-Wd and DBP-Yg), 

where De, Wd, and Yg represent German, Wikidata, and Yago 3, respec-tively. 

(2) Embedding: The main purpose of this step is to embed the entities into vectors using 

the KGE method. The KGE models can be classified as translational, semantic mat-

ching, and deep-learning models. Representative embedded models were evaluated to 

determine the best performance model. For example, TransD and TransR were select-
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ed for translation models, ComplEx and DistMult for semantic matching models, and 

ConvE for deep learning models. All embedding experiments were conducted using 

the OpenKE platform [34]. The experimental results reveal that the performance of 

translational models is better than that of others; in particular, TransD performs the 

best. We embed the 7 datasets in Table 5 using the TransD model. 

(3) Semantic clustering: There are two tasks in this step: clustering vectors and matching 

clusters distributed in different KGs according to the centroid distance. Density-based 

spatial clustering of applications with noise (DBSCAN) and K-means clustering can 

be used to cluster vectors. DBSCAN has the advantage of clustering arbitrary-shaped 

clusters. However, this requires considerable time and memory in the actual experi-

ments which correspond to MinPts (the minimum number of samples) and Eps (the 

maximum distance between two samples). The number of iterations was negatively 

related to the above parameters. Therefore, the K-means clustering method was 

adopted instead of DBSCAN. To achieve the optimal clustering effect, the number of 

clusters in K-means clustering can be determined according to the visualization of 

triples, unlike DBSCAN, where MinPts and Eps must be fine-tuned repeatedly. We 

calculated the centroids of clusters distributed in two KGs and pairs of clusters based 

on the centroid distance. 

(4) First-stage: In the semantic clustering process, the clusters were paired in the two KGs. 

In the first stage, homogeneous EA on the paired clusters was performed. Owing to 

the large size difference between clusters, we need to traverse repeatedly to find ho-

mogenous entities. Therefore, a k-dimensional tree for large clusters and Linked-Lists 

for small clusters are initialized to improve the alignment efficiency. A k-dimensional 

tree combined with the K-NN algorithm can effectively reduce the number of itera-

tions and is suitable for large clusters. Moreover, the Linked-List structure is simple, 

flexible, and suitable for small clusters. An entity is considered homogenous if the 

distance between the two entities is the closest and the process is called the homoge-

neous entity alignment. In actual experiments, there is a phenomenon that one entity 

corresponds to multiple entities. Therefore, an appropriate k value for the K-NN algo-

rithm must be selected to solve this problem. A TMR equation was proposed to select 

the appropriate k value, as presented in Eq. (1). The numerator represents successfully 

matched entities (SME), and the denominator represents time cost (TC). The purpose 

of this equation is to determine the optimal k value for efficiency and effectiveness.  

arg max ( ) K

K

SME
f K

TC
=    (1) 

(5) Second-stage: First, the homogeneous entities from the dataset are marked to improve 

the matching accuracy for GCN-based models. The specific approach is to reuse Link-

ed-Lists and k-dimensional tree to filter out homogeneous entities. A k-dimensional 

tree has two functions: a homogeneous EA and a filter for heterogeneous entities. Be-

cause of the low proportion of homogeneous entities in the total EA, they are stored 

in Linked-Lists, and the corresponding KG is stored in a k-dimensional tree. In the 

traversal process, if entities are similar, they are removed from the KG. Finally, the 

filtered KG is trained using the E-GCN model. 
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(6) Optimization: In this step, two variables k for K-means and K-NN were adjusted to 

achieve optimal EA performance. Fig. 3 depicts a visual representation of the imple-

mentation process of the proposed EA architecture. 
 

Embedding (TransD)

DBP15K En

DBP15K Zh

Clustering (K-means)

DBP15K En

DBP15K Zh

DBP15K En

DBP15K Zh

Matching Clusters

(Pairing Clusters)

Triple
1

Triple
2

Triple
3

Triple
4

DBP15K En

DBP15K Zh

Homogeneous EA

(Entities Filter)

Heterogeneous EA

(E-GCN)  
Fig. 3. Implementing process of the proposed EA architecture. 

 

Fig. 4. Preprocessing process for KG_1 and KG_2. 

3.2 Two-Stage EA Algorithms 

The entire algorithm is divided into preprocessing, first-stage, and second-stage. Fur-

thermore, preprocessing is subdivided into entity extraction, embedding method, vector 

clustering, and matching clusters. Fig. 4 presents the preprocessing process for KG_1 and 

KG_2. First, Apache Jena was adopted to extract the entities from the two KGs (Step 1) 

and then the embedding method was performed based on the TransD model for extracted 

entities (Step 2). Subsequently, the vectors of the entities are obtained. The next step is to 

perform clustering on the vectors and considering the efficiency, the K-means clustering 

algorithm was chosen (Step 3). Later, the centroid point of each cluster was determined 

(Step 4). Finally, the clusters were paired using the K-NN algorithm according to the cen-

troid distance (Step 5). Eq. (2) presents the calculation method for the centroid points. 

0 0 0, ,

n n n

i i ii i i
S P O

Centroid
n n n

= = =
 
 =
 
 

      (2) 

where S, P, O, and n represent the subject, predicate, object, and total number of entities 

in each cluster, respectively. The biggest impact on the experimental results is the choice 
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of k value for K-means and K-NN. The determination of the optimization k value is intro-

duced in Section 3.4. 

3.2.1 First-stage EA algorithm 

Algorithm 1 presents the first-stage EA algorithm for homogeneous entities. Assum-

ing X as a successfully paired cluster in KG_1_Clusters_Pairs, there must be a correspond-

ing cluster Y in the KG_2_Clusters_Pairs. Our main task was to traverse the paired clusters 

(lines 1 and 2). The larger cluster is initialized in a k-dimensional tree and the smaller 

cluster is Linked-Lists (lines 3 to 8) to improve the matching speed. Finally, the semantic 

similarity between E1 and E2 was calculated using the Euclidean distance (ED), as pre-

sented in Eq. (3). If the ED is the shortest, then it has a homogeneous relationship (lines 9 

to 13). 

2 2 2

1 2 1 2 1 2( ) ( ) ( )ED S S P P O O= − + − + −    (3) 

Algorithm 1: First-stage EA Algorithm Algorithm 2: Second-stage EA Algorithm 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

 

12 

13 

14 

15 

  For each cluster X in KG_1_Clusters_Pairs: 

     For each cluster Y in KG_2_Clusters_Pairs: 

        If size of X > size of Y 

             KT = k-dimensional Tree(X) 

             LL = Linked-List(Y) 

        Else 

             KT = k-dimensional Tree(Y) 

             LL = Linked-List(X) 

        For each triple E1 in LL: 

           If ED of E1 and E2 in KT is the nearest 

               Then Add (E1, E2) to  

First-stage(EA_Results) 

           End If 

        End For 

     End For 

  End For 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

 

12 

 

 

 

K_KG1 = k-dimensional Tree (KG1) 

    K_KG2 = k-dimensional Tre (KG2) 

    For E1, E2 in First-stage(EA_Results) 

         If  E1 in K_KG1 

              Mark E1 in K_ KG1 

         End If 

         If  E2 in K_ KG2 

              Mark E2 in K_ KG2 

         End If 

    End For 

Second-stage(EA_Results) =  

E-GCN(K_KG1, K_KG2)  

    Final(EA_Results) = First-stage(EA_Results) 

+ 

    Second-stage(EA_Results) 

 

3.2.2 Second-stage EA algorithm 

Algorithm 2 presents the second-stage EA algorithm for heterogeneous entities. First, 

KG1 and KG2 were initialized to a k-dimensional tree, which not only improves the effi-

ciency of traversal but also reuses the previous index structure to reduce the complexity of 

the EA system. The main purpose of lines 3 to 10 is to mark homogeneous entities in KG1 

and KG2 to enrich the relationship expression in the homogeneous weight layer. Thereafter, 

K_KG1 and K_KG2 were trained using the E-GCN model for the second-stage EA. Finally, 

the EA result is composed of the first and second-stage results (line 12). 

3.3 E-GCN Model 

The proposed E-GCN model is divided into three stages: relationship-aware, GCN, 

and similarity computation, as depicted in Fig. 5. 
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(a) Relationship-aware stage. 

 

 
 (b) GCN and similarity computation stage. 

Fig. 5. E-GCN model for heterogeneous entities alignment. 

3.3.1 Interaction between dual graphs and homogeneity weight layer 

A primal graph is depicted in a set of vertices connected by edges. Let us assume a 

primal graph Gp = (Vp, Ep), where the vertex set Vp = Entity1  Entity2 and the edge set Ep 

= Triple1  Triple2. Given a primal graph Gp, the dual-relation graph Gd = (Vd, Ed) can be 

constructed. If two relations rm and rn share similar heads or tails, the Jaccard coefficient 

of each edge W
d
mn in Gd will be assigned a greater weight . If rm and rn share homogeneous 

heads or tails, W
d
mn will be assigned a weight  as computed in Eqs. (4)-(6). The value of  

is greater than  but less than 1. 

( , ) ( , )d

mn m n m nW Head r r Tail r r= +  (4) 

( , ) m n
m n

m n

Head Head
Head r r

Head Head


=



   (5) 
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( , ) m n
m n

m n

Tail Tail
Tail r r

Tail Tail


=


   (6) 

where Headm and Tailm are the sets of head and tail entities for relation rm. The main task 

of homogeneity weight layer (HWL) is to assign different weight for each edge in Gd by 

judging whether entities are homogeneous or similar in GP. If there is a homogeneous re-

lationship between Head1 or Tail1 in G1

p
 and Head2 or Tail2 in G2

p
 then the corresponding 

edge will be given a great weight  in Gd. Our goal of introducing HWL in dual graphs is 

to better incorporate relation information into GP.  

3.3.2 Interactions between dual and primal graphs 

In the dual attention layer, the graph attention mechanism (GAM) was used to assign 

different weights to the vertices. The GAM consists of an attention coefficient in Eqs. (7)-

(8) and aggregate in Eq. (9). hm is the relation representation for relation rm in the primary 

attention layer. For any vertex vm, it and its neighbors (nN
d
m) are concatenated by [hm||hn] 

and assign weight W
d
mn, and  projects the concatenated multidimensional vertex matrix to 

a scalar. Finally, the attention coefficient a
d
mn was calculated using a softmax function with 

the activation function ELU in Eq. (8). 

( [ || ]),d d d d

mn mn m n mD W h h n N=     (7) 

exp( ( ))

exp( ( ))d
m

d
d mn
mn d

mkk N

ELU D
a

ELU D


=


   (8) 

According to the attention coefficient a
d
mn, the vertices were aggregated using Eq. (9). 

M
d
m represents a new dual representation of vertex vm. N

d
m is the neighbor vertex in the dual 

graph and M
d
n denotes the dual representation of vertex vn. 

  

d
m

d d d

m mn n

n N

M ELU a M


 
=   

 
    (9) 

In the primal attention layer, the primal attention coefficient a
p
ij was computed using 

the dual vertex representation M
d
ij. M

d
ij denotes the dual representation of rij (the relation 

between entities ei and ej). FL is a fully connected layer that maps the input into a scalar. 

For entity ei in the primal graph Gp, its representation M̃i
p
 can be computed using Eq. (11). 

The relationship-aware entity representation M̃i
p
 can be better identified by the interaction 

between the dual and primary graphs. Fig. 5 (a) presents the flow of these two interactions. 

exp( ( ))

exp( ( ))p
i

p d

ijp

ij p d

ikk N

ELU FL M
a

ELU FL M


=


   (10) 

p
i

p p p

i ij j

j N

M ELU a M


 
=  

 
 
    (11) 

The initial representation matrix for the primal vertices Mp_init is initialized using the 
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TransD model. The primal graph vectors were updated by mixing the initial representations 

with the output of the primal attention layer Mp, where M
P
output denotes the final output 

representation of G1

p
 and G2

p
 by updating with the second interaction result M̃

 p
output. 

_p p p init

iM M M= +  (12) 

P p p

output outputM M M= +    (13) 

3.3.3 Model training and similarity computation 

The input layer is composed of G1 and G2, and each graph is divided into graph ma-

trices (adjacency and degree matrices) and identity matrix (entity attributes). The output 

layer is a new vector for each entity, where G1
E and G2

E represent the entity vector sets in 

G1 and G2, respectively. The (l + 1)th layer of the E-GCN model is based on the output of 

the previous layer. The convolutional computation is as follows.  

1 1
2 2( 1) ( ) ( )ˆˆ ˆ( )l l lH D AD H W

− −+ =  (14) 

where A is an adjacency matrix, Â  = A + I, where I is an identity matrix, D̂ is the degree 

matrix of Â , and H(l) is a hidden state that is input to the lth layer. W(l) is a weight matrix 

for the lth layer and  is a non-linear activation function ELU. 

The gated skip connection creates a new hidden state by calculating the correlation 

coefficient between the hidden state H(l-1) that does not pass through the hidden layer, and 

the batch-normalized hidden state H ̃(l) which passes the hidden layer.  

( 1) ( ) ( 1) ( )

1 2( , ) ( )l l l lT gate H H sigmoid U H U H b− −= = + +  (15) 

where U1 and U2 are the linear hidden layers and b is the bias. The hidden state of the l lay-

er is updated based on the gate function. 

( ) ( ) ( 1)( (1 ) )l l lH sigmoid T H T H −=  + −   (16) 

To improve the efficiency of EA, the index structures in the first stage are reused, 

where entities with a small amount are stored in Linked-Lists and entities with a large 

amount are stored in a k-dimensional tree. Canberra Distance (CD) is used to calculate the 

semantic similarity between two n-dimensional vectors e1(e11, e12, …, e1k) and e2(e21, e22, ..., 

e2k), as presented in Eq. (17). 

1 2

1 2

1 2

1

| |

| | | |
( , ) k k

k k

n

k

e e

e e
CD e e

=

−

+
=  (17) 

To minimize the distance between the entities of the equivalent entity pair and opti-

mize the loss function of the maximum margin, we use Eq. (18), where  is a marginal 

hyperparameter greater than zero. L is our alignment seed and L is the set of negative 

instances. In the EA process, the same index structure as in the first stage is used to accel-

erate the training model. 



YUXIANG SUN AND YONGJU LEE 

 

330 

 

( , ) ( , )

max{0, ( , ) ( , ) }
i j L i j L

L CD i j CD i j
   

 = − +   (18) 

3.4 k value Determination for K-means and K-NN 

The k value selection had a significant impact on K-means. Overall, the k value is 

inversely proportional to the accuracy and directly proportional to efficiency. To determine 

the appropriate k value, the silhouette coefficient (SC) is adopted, which is an evaluation 

method of the clustering effect combining cohesion (C) and separation (S). SC is calculated 

using Eq. (19), where C represents the mean distance between a sample and all other points 

in the same class and S represents the mean distance between a sample and all other points 

in the next nearest cluster. SC ranges from −1 to 1. Furthermore, the larger the value, the 

better the clustering effect. 

max( , )

S C
SC

C S

−
=  (19) 

Fig. 6 depicts the k value determination for the K-means based on the SC. Various 

embedding methods such as TransD and TransR were applied to determine the k value. 

The TransD-based clustering performance was the best from the SC perspective. Hence, 

the best semantic clustering effect was observed in translational models followed by deep 

learning models. However, semantic matching models exhibited the worst effect, which 

indirectly proved the semantic representation ability of various KGE models. Mostly, SC 

displays a normal distribution, and KGE models with poor semantic representation ability 

have a low SC. Therefore, the optimal KGE model and the appropriate k value can be 

selected based on the SC. Fig. 7 presents the k value determination for the K-NN algorithm 

based on TMR. The x- and y-axis represent the k value and number of entities paired per 

second, respectively. The EA performance was best when the k value was 1, and TransD 

was particularly prominent for all the models. According to the performance comparison 

presented in Figs. 6 and 7, the TransD model exhibits distinct performance advantages. 

 

 
Fig. 6. k value determination for K-means based on SC. 
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Fig. 7. k value determination for K-NN algorithm based on TMR. 

4. PERFORMANCE EVALUATION 

We adopted Hits@k as the evaluation benchmark. A Hits@k score is computed by 

measuring the proportion of correctly aligned entities ranked in the top k list. Table 6 lists 

a performance comparison of our two-stage EA method (referred as TwoStage) with the 

existing popular EA models. Due to the length of tables, we simply write H@k instead of 

Hits@k in the table. MRR (Mean Reciprocal Rank) and NDCG@k (Normalized Dis-

counted Cumulative Gain) are also important rank-aware evaluation metrics. Compared to 

NDCG@k, however, MRR is simple to compute and widely used to evaluate the entity 

alignment. In order to make the evaluation more convincing, we decided to use MRR as 

well. JE, MTransE, JAPE, IPTransE, and BootEA are embedding-based EA methods, 

whereas GCN, R-GCNs, HGCNs, RDGCN, EMGCN, and TwoStage are GCN-based EA 

models, DuGa-DIT [35], REA [36], DAEA [37] and RALG [38] are GNN-based EA ap-

proaches. The experimental results verify that the proposed two-stage EA method (i.e., 

TwoStage) has a certain effect, especially between Zh and En (Zh-En). DuGa-DIT’s tiny 

win in Ja-En and Fr-En is mainly because of its intra-KG attention and cross-KG attention  

 

Table 6. Performance comparison with other EA models for DBP15K datasets.  

Models 
Zh-En Ja-En Fr-En 

H@1 H@5 H@10 MRR H@1 H@5 H@10 MRR H@1 H@5 H@10 MRR 

JE 21.27 28.98 42.77 - 18.92 23.31 39.97 - 15.38 25.41 38.84 - 

MTransE 30.83 46.71 61.41 0.364 27.86 41.85 57.45 0.349 24.41 41.57 55.55 0.335 

JAPE 41.18 57.63 74.46 0.49 36.25 56.84 68.5 0.476 32.39 52.32 66.68 0.43 

IPTransE 40.59 32 73.47 0.516 36.69 55.37 69.26 0.474 33.3 52.47 68.54 0.451 

BootEA 62.94 75.41 84.75 0.703 62.23 77.89 85.39 0.701 65.30 73.52 87.44 0.731 

GCN 41.25 58.62 74.38 0.61 39.91 60.05 74.46 0.59 37.29 59.86 74.49 0.64 

GCNs 50.82 63.58 79.15 0.63 53.09 68.63 82.96 0.76 54.49 70.68 84.73 0.67 

R-GCNs 46.57 60.37 74.29 0.651 48.68 68.35 77.82 0.74 51.11 72.65 80.07 0.66 

HGCNs 72.1 77.25 85.7 0.76 76.6 84.21 89.7 0.81 89.2 92.32 96.1 0.91 

RDGCN 69.7 76.34 84.2 0.75 76.3 80.65 89.7 0.81 87.3 92.54 95.12 0.901 

EMGCN 86.25 91.27 94.62 0.79 86.63 93.47 95.19 0.87 93.95 95.51 98.89 0.87 

DuGa-DIT 80.73 85.33 88.17 0.83 91.44 93.68 95.21 0.928 98.17 98.68 99.22 0.985 

REA 28.9 48.6 67.5 0.61 29.3 49.8 75.1 0.602 30.4 53.9 80.3 0.72 

DAEA 56.76 63.41 88.3 0.68 57.59 68.85 89.23 0.683 58.04 79.68 91.16 0.695 

MRAEA 75.7 85.32 92.98 0.83 75.78 82.12 93.38 0.826 78.04 84.56 94.81 0.849 

RALG 83.54 90.2 94.75 0.876 87.23 90.56 96.58 0.906 94.83 96.44 98.91 0.964 

TwoStage 88.58 92.42 95.88 0.917 87.85 91.57 96.63 0.93 95.42 97.29 99.42 0.974 

* We shaded the best-performing results for Hits@k.  

https://paperswithcode.com/paper/entity-alignment-for-knowledge-graphs-with


YUXIANG SUN AND YONGJU LEE 

 

332 

 

Table 7. Performance comparison with other EA models for SRPRS datasets. 

mechanism. It can dynamically update cross-KG attention score matrices, which enables 

model to capture more cross-KG information. The MRAEA [39] model directly models 

cross-language entity embedding by focusing on meta-semantics of the incoming and out-

going neighbors of nodes and their connection relations. Its biggest highlight is the intro-

duction of bi-directional iterative strategy for newly aligned seeds selection. However, 

there is no great alignment performance improvement in the benchmark evaluation. Com-

paratively, the accuracy of embedding-based models is lower than GCN-based and GNN-

based models. 

 
 

 

Table 7 presents a performance comparison with other EA models for the SRPRS 

datasets. Notably, the overall EA performance of SRPRS is lower compared to DBP15K, 

which indicates that these models might not perform well on relatively sparse KGs. Overall, 

the performance of GCN-based and GNN-based models was much better than that of em-

bedded-based models, irrespective of the datasets DBP15K or SRPRS. Our method did not 

best performance exceptionally on the DBP-Wd and DBP-Yg dataset. Here, a rule is de-

rived from the experimental analysis. The homogeneity rate derived in Eq. (20) is corre-

lated positively to the TwoStage method accuracy. Table 8 lists the relationship between 

the homogeneity rate and EA accuracy with Hits@1 based on the TwoStage method. Over-

all, the higher the homogeneity rate, the higher the matching accuracy for proposed 

TwoStage method. This is also verified by RALG model. However, the RALG model is 

an exception, unlike other GNN-based models, it is a relation-aware line graph neural net-

work. It learns entity-independent relational representations for heterogeneous line graphs. 

The constructed heterogeneous line graph can explicitly capture the correlation of relation-

ships and a new aggregation way is designed in the form of triples to strengthen the corre-

lation and correspondence between entities. The utilization of the above two methods (i.e., 

TwoStage and RALG) greatly reduces the influence of homogeneous entities on entire EA 

process. 

 
 

  

homogeneous entities
Homogeneity Rate

homogeneour entities heterogenerous entitites
=

+
 (20) 

Models 
Fr-En De-En DBP-Wd DBP-Yg 

H@1 H@5 H@10 MRR H@1 H@5 H@10 MRR H@1 H@5 H@10 MRR H@1 H@5 H@10 MRR 

JE 11.7 16.25 22.77 − 13.5 17.5 29.97 − 13.58 18.63 31.42 − 18.14 24.14 33.58 − 

MTransE 21.3 32.41 44.7 0.29 10.7 15.6 24.8 0.16 23.8 41.54 50.7 0.33 19.6 28.63 40.1 0.29 

JAPE 24.1  41.36 54.4 0.34 26.8  39.98 54.7 0.36 21.2 39.21  50.2 0.31 19.3  39.32 50.2 0.3 

IPTransE 12.4 21.56 30.1 0.18 13.5 23.67 31.6 0.2 10.1 20.54 26.2 0.16 10.3 19.54 26.6 0.16 

BootEA 36.5 52.31 64.9 0.46 50.3 60.85 73.2 0.58 38.4 48.63 66.7 0.48 38.1 57.64 65.1 0.45 

GCN 24.3 39.23 52.2 0.34 38.5 51.87 60.8 0.46 29.1 43.54 55.6 0.38 31.9 44.65 58.6 0.41 

GCNs 27.82 43.54 59.15 0.42 43.09 50.36 62.96 0.58 34.49 48.47 64.73 0.45 43.58 57.36 66.39 0.52 

R-GCNs 26.5 32.56 44.69 0.38 38.47 46.52 58.6 0.49 31.67 47.23 58.32 0.39 40.23 52.74 59.24 0.44 

HGCNs 67.28 72.66 77.45 0.69 76.54 83.4 86.87 0.8 88.09 98.36 99.27 0.93 91.1 91.86 93.7 0.91 

RDGCN 67.2 70.52 76.7 0.71 77.9 84.6 88.6 0.82 97.4 98.2 99.4 0.98 93.5 93.65 94.7 0.93 

EMGCN 65.26 75.36 85.52 0.77 66.73 70.84 75.49 0.66 88.65 89.21 89.65 0.88 84.36 85.31 86.54 0.85 

DuGa-DIT 92.12 93.83 95.34 0.93 90.54 93.78 92.52 0.93 98.88 98.31 99.21 0.99 93.54 94.67 96.52 0.94 

REA 45.65 74.54 89.85 0.74 51.33 63.54 78.65 0.67 68.57 75.36 86.32 0.75 71.56 80.65 88.63 0.76 

DAEA 52.31 77.87 91.52 0.79 62.21 74.52 87.64 0.74 63.54 73.65 84.21 0.72 69.57 77.68 85.64 0.71 

MRAEA 46.02 63.53 76.8 0.559 59.43 74.21 81.52 0.664 59.63 64.32 77.84 0.68 61.32 76.32 82.45 0.74 

RALG 91.52 94.56 96.32 0.934 93.45 95.4 96.31 0.941 98.85 99.12 99.96 0.993 99.25 99.54 99.89 0.994 

TwoStage 92.25 95.33 97.12 0.94 94.89 96.41 98.36 0.95 86.4 87.59 89.64 0.88 95.13 97.25 99.6 0.96 

https://paperswithcode.com/paper/entity-alignment-for-knowledge-graphs-with
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Table 8. Relationship between homogeneity rate and EA accuracy. 

 
DBP15K 

(Zh-En) 

DBP15K 

(Ja-En) 

DBP15K 

(Fr-En) 

SRPRS 

(Fr-En) 

SRPRS 

(De-En) 

SRPRS 

(DBP-Wd) 

SRPRS 

(DBP-Yg) 

Homogeneity Rate 0.0352 0.026 0.501 0.39 0.6418 0 0.714 

EA Accuracy 88.58 87.85 95.42 92.25 94.89 86.4 95.13 

 

Table 9 presents the EA performance of the TwoStage method under different activa-

tion functions. Overall, the training efficiency of ReLU and its variants was the highest. 

Except for ReLU, which exhibited the best performance between Zh and En (Zh-En), ELU 

activation function exhibits the best alignment performance in more than 50% of all cases. 

In terms of training time, ELU performs the best for over 80% of all cases. Therefore, 

considering the efficiency and performance, ELU is selected as the activation function.  

 

Table 9. EA performance of TwoStage method for DBP15K datasets. 

Activation 

Functions 

Zh-En Ja-En Fr-En 

H@1 Training Time H@1 Training Time H@1 Training Time 

Sigmoid 69.78 23,846 76.77 25,124 91.24 23,506 

Swish 77.49 29,515 83.24 23,260 91.68 25,588 

ReLU 88.95 45,512 85.32 41,809 91.2 36,707 

Leaky ReLU 78.4 24,538 84.62 24,294 91.92 25,606 

SELU 77.7 24,539 84.64 23,204 91.57 22,256 

ELU 88.58 21,985 87.85 23,073 95.42 22,233 
* The unit of training time is seconds. 

 

Table 10. EA performance of TwoStage method for SRPRS datasets. 

Activation 

Functions 

Fr-En De-En DBP-Wd DBP-Yg 

H@1 
Training 

Time  
H@1 

Training 
Time 

H@1 
Training 

Time 
H@1 

Training 
Time 

Sigmoid  92.24 13,369 93.87 21,282 59.84 11,475 90.06 12,513 

Swish  92.13 12,932 94.19 16,465 79.95 22,419 91.71 13,273 

ReLU 92.05 45,653 94.03 26,588 86.24 34,309 95.11 34,317 

Leaky ReLU 96.67 16,464 94.86 16,454 85.27 11,459 92.92 12,412 

SELU 96.74 16,622 93.57 16,622 85.87 22,727 95.67 13,244 

ELU 92.25 12,853 94.89 16,190 86.4 22,760 95.13 12,259 

According to the training results in Tables 11 and 12, the training time of Canberra 

was the shortest for more than 85% of all cases. Canberra exhibited excellent performance 

in DBP15K(Ja-En), DBP15K(Fr-En), SRPRS(De-En), and SRPRS(DBP-Wd) datasets. 

Therefore, the Canberra calculation method was adopted as the evaluation benchmark of 

EA.  

Table 11. Alignment performance under different distance methods for DBP15K datasets. 
Distance 

Method 

Zh-En Ja-En Fr-En 

H@1 Training Time H@1 Training Time H@1 Training Time 

Euclidean  79.31 23,457 85.75 23,678 91.44 22,904 

Manhattan  91.89 22,233 87.29 33,073 91.89 26,707 

Cosine 77.07 19,783 84.13 23,340 92.73 22,778 

Chebyshev 42.07 23,876 51.44 30,377 59.67 26,030 

Canberra 88.58 21,985 87.85 23,073 95.42 22,233 
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Table 12. Alignment performance under different distance methods for SRPRS datasets. 

Distance 
Method 

Fr-En De-En DBP-Wd DBP-Yg 

H@1 
Training 

Time 
H@1 

Training 
Time 

H@1 
Training 

Time 
H@1 

Training 
Time 

Euclidean  96.25 15,725 94.44 16,114 83.33 17,754 92.19 15,977 

Manhattan  91.11 45,653 94.03 26,588 86.24 34,309 95.17 34,317 

Cosine 96.9 15,734 94.56 16,104 80.5 18,209 92.44 15,678 

Chebyshev 73.62 16,038 77.97 16,549 44.98 18,531 73.49 16,376 

Canberra 92.25 12,853 94.89 15,590 86.4 15,760 95.13 12,259 

 

We adopted recall (R), precision (P), and F score as the evaluation metrics of the 

TwoStage method. Fig. 8 presents the training process of the TwoStage method for the 

DBP15K and SRPRS datasets. The recall is computed as the number of correct matches 

(C) divided by the number of correctly matched entities and missing entities (M). Precision 

was computed as C divided by the number of all corrected matches and irrelevant matches 

(I). The F-score is the harmonic mean between recall and precision, as presented in Eq. 

(21). 

2
        and    

C C P R
R P F

C M C I P R


= = =

+ + +
 (21) 

Our method does not overfit according to the training accuracy in Fig. 8 (a) and test 

accuracy (Fig. 8 (b)) of the TwoStage method. Combining Table 8 and Fig. 8 (b) (test 

accuracy), we can conclude that with an increase in homogeneity rate, the initial accuracy 

increases. For example, the initial accuracies of DBP15K (Fr-En), SRPRS (Fr-En), SRPRS 

(De-En), and SRPRS (DBP-Yg) exceeded 87%. According to the F score, the method 

reached its peak performance when the epoch was 100. 

 

 
Fig. 8. Training process based on TwoStage for DBP15K and SRPRS datasets: (a) Training accuracy; 

(b) Test accuracy; (c) Training loss values; (d) Test loss values; and (e) F scores. 
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Fig. 9 presents the computation time comparison between GCN- and embedding-

based models. The time cost of embedding-based models (e.g., MtransE and JAPE) ex-

ceeds GCN-based models (e.g., RDGCN and EMGCN). However, our proposed TwoStage 

method has the highest efficiency among all the GCN-based models. Compared to similar 

GCN-based models, the efficiency of the TwoStage method is greatly improved because 

of the addition of a k-dimensional tree in our model.  

 

 
Fig. 9. Computational time comparisons for DBP15K dataset. 

Table 13 lists the subset size and memory usage before and after removing homoge-

neous entities. Theoretically, TwoStage will consume more memory because the homoge-

neity weight layer is added on the basis of RDGCN. However, the peak memory usage is 

reduced, because homogenous entities are removed from the subset to reduce computation 

especially in DBP-Yg.  

Table 13. Subset size and memory usage before and after removing homogeneous entities. 

 
DBP15K 

Zh-En 
DBP15K 

Ja-En 
DBP15K 

Fr-En 
SRPRS 
Fr-En 

SRPRS 
De-En 

SRPRS 
DBP-Wd 

SRPRS 
DBP-Yg 

Size 
(MB) 

Before   167 169 166 125 153 153 129 

After   164 159 145 113 125 153 88 

Reduce (%) 1.8 5.9 12.7 9.6 18.3 0 31.8 

Memory 

usage 
(MB) 

RDGCN   15118.0 15252.5 16562.2 8131.6 8534.0 7369.1 10057.0 

TwoStage   15086.2 14962.7 15117.4 7513.6 7463.8 7488.5 7402.4 

Reduce (%) 0.21 1.9 8.74 7.6 12.54 -0.16 26.4 

 

Table 14 shows alignment performance before and after noise label correction. In-

spired by REA model, we consider the impact of annotation errors to TwoStage model. 
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We adopted a simple dictionary correction method provided by Google Translate APIs to 

correct entity labels. In theory, it can increase the proportion of homogeneous entities to 

improve EA alignment performance, but not obvious for TwoStage. The main reason is 

that the dictionary correction method is too naive at some specialized entity labels. In fu-

ture research, we will focus on more efficient noisy entity labels correction. 

 

Table 14. Alignment performance before and after noise label correction. 

 

DBP15K 

Zh-En 

DBP15K 

Ja-En 

DBP15K 

Fr-En 

SRPRS 

Fr-En 

SRPRS 

De-En 

SRPRS 

DBP-Wd 

SRPRS 

DBP-Yg 

H@1 H@1 H@1 H@1 H@1 H@1 H@1 

Before 88.58 87.85 95.42 92.25 94.89 86.4 95.13 

After 90.4 89.05 96.22 93.75 97.59 88.8 96.93 

Improve (%) 1.6 1.2 0.8 1.5 2.7 2.4 1.8 

5. CONCLUSION AND FUTURE RESEARCH 

In this study, an embedding-based Two-Stage EA strategy is proposed to divide the 

entity relationships into homogeneous and heterogeneous. Regarding the homogeneous 

entities, semantic clustering and pairing based on the centroid distance are performed and 

then combined with a k-dimensional tree and Linked-Lists to match homogeneous entities. 

In the clustering process and alignment, SC and TMR were used to determine the k value 

in the K-means and K-NN algorithms. For the heterogeneous entities, the E-GCN model 

with a graph attention mechanism is adopted to enhance the features on nodes, where the 

index structures of the first stage are reused to enhance the matching speed. The experi-

mental results revealed that GCN-based models exhibited better EA performance than em-

bedded-based models. Particularly, the proposed TwoStage method significantly improves 

the EA performance compared to state-of-the-art EA models. The training time of the 

TwoStage model was reduced by 43.2%. The alignment accuracies were 88.58, 87.85, and 

95.42% for Zh-En, Ja-En, and Fr-En of the DBP15K datasets, respectively, and 92.25, 

94.89, 86.4, and 95.13% for Fr-En, De-En, DBP-Wd, and DBP-Yg of the SRPRS datasets, 

respectively. Moreover, the mainstream semantic distance method was also evaluated, and 

the experimental results presented that the Canberra distance was the most appropriate. 

Additionally, the influence of different activation functions on the model accuracy was 

explored. Consequently, ELU was selected based on the accuracy and training time effi-

ciency. However, some problems were encountered during the experiments. For example, 

the semantic clustering results were different each time owing to the characteristics of the 

K-means clustering algorithm. Our attempt to use density-based clustering algorithms 

failed because of their low efficiency. Therefore, in future research, we will optimize the 

semantic clustering algorithm to find a balance between its efficiency and effectiveness. 

Existing studies mainly adopt different attention mechanisms to improve relation repre-

sentation and have achieved success for low homogenous rate. However, these methods 

place great demands on computing power. We believe that reducing entity annotation er-

rors can broadly improve matching accuracy, which is also reflected in Table 14. Therefore, 

using a more intelligent approach to reduce entity annotation errors is the most effective 

way to solve EA. We have a plan to conduct case studies with concrete examples to demon-

strate the effectiveness of considering homogeneous entities.  
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