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Diseases are affected and altered by different diets in multiple ways. Although diet is 

an important factor, there is a lack of reliable information related to disease and diet asso-
ciations. The associations can only be known by reading biomedical research papers as no 
such dataset is readily available. Manual extraction of such associations is a time-consum-
ing process, so in this paper, we have developed Disease Diet Associations Curator and 
Explorer (DIDACE) for automatically curating and further exploring disease-diet associa-
tion database. A two-phase approach has been followed which includes curation of medical 
literature in the first phase so as to quantify the strength of association of different diseases 
and diets. In the second phase, generated database is further analyzed to predict the nature 
(harmful or helpful) of unknown associations. This is done by performing sentiment anal-
ysis and machine learning using curated database. The database, thus generated, comprises 
both nature and strength of Disease-Diet associations. Such databases might prove to be a 
useful resource for medical and health informatics researchers for understanding complex 
interdependencies of different foods and diseases.     
 
Keywords: health informatics, disease-diet associations, database curation, machine learn-
ing, data acquisition and analysis 
 
 

1. INTRODUCTION 
 

Food is an essential component of disease progression as well as regression. Tradi-
tionally, home-made remedies are used commonly as cure of certain diseases. These rem-
edies mainly comprise of food items for example, a mix of lemon, honey and warm water 
is good for curing cough. Similarly, the main ingredients of numerous medicines are herbs 
and valuable edibles. Besides its beneficial properties, diets also have a role in the progres-
sion of diseases. Excessive intake of certain food items like alcohol or fast food items is 
dangerous for health. Moreover, certain cooking style or combination of certain food items 
might further prove to be unhealthy. Thus, associations of diseases and different food items 
are an important factor for understanding progression of diseases. Analysis of the already 
known relations aid in understanding future prospects of diets. For example, if a food item 
is known to be related to a disease and further, the disease is known to be related to another 
disease, then an indirect relation between the food item and another disease can be inferred. 
These known associations can be analysed in different dimensions using data analysis tech-
niques in order to gain useful insights [1]. Such information is available from different 
resources for example, National Cancer Institute provides booklet for managing eating 
problems related to cancer treatment [2], but this data is unstructured and concentrates on 
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a single disease. Data of clinical trials undertaken in different countries is available [3] and 
might be used to provide information for different diseases, but such data has to be read 
and curated manually by domain experts. Another resource [4] which is a public education 
project has compiled data from food encyclopaedias and books by doctors and medical 
practitioners. It provides information regarding the helpful properties of foods along with 
references, but the data is in unstructured form and cannot be reutilized for analytics. Thus, 
there are two major challenges which act as a deterrent for inferring useful analytical out-
comes. The first challenge is the lack of availability of structured data of disease-diet as-
sociations. A solution for this would be to extract and develop a structured dataset from 
available sources. One good source of such information are research papers apart from 
other resources like dieticians, doctors etc. Reading such a vast number of publications is 
time consuming and labour intensive, which leads to the second challenge. Hence, there is 
a dire need to automate the process of extraction of disease-diet associations from medical 
literature to further utilise it for analysis.  

In this study, we aim to develop a technique for automatically extracting disease-diet 
associations found in medical literature and further use the extracted database for inferring 
more refined relations. An approach-DIsease Diet Association database Curator and Ex-
plorer (DIDACE) is proposed for automating the extraction process using curation tech-
nique and further inferring valuable associations. The main contributions of this work in-
clude: 

 
 Design and development of an automatic technique for curation of associations between 

different diseases and diets from medical literature. 
 Development of a prediction model for predicting nature of association of a subset of 

disease-diet pairs using sentiment analysis and machine learning.  
 Comparative analysis of the proposed approach with other State-of-the-Art methods. 

 
The rest of the paper is organized as: Section 2 discusses the motivation behind this 

work by presenting the limitations in the related work. Section 3 is a detailed description 
of proposed approach DIDACE comprising its materials and methods used. Section 4 dis-
cusses the experimental details and performance of results obtained using the approach. 
Section 5 provides conclusions along with future avenues. 

2. MOTIVATION AND RELATED WORK 

Many works have been undertaken to discover relationships between different dis-
eases and foods/dietary patterns. Recently many review papers have been published in this 
regard. In [5], authors present a review for papers focussed on finding links between die-
tary patterns and cardiometabolic risk factors. The involved studies aimed to identify cor-
relation by performing statistical analysis using data from tests and food frequency ques-
tionnaires. Another meta-analysis [6] covered 10 studies for discovering association be-
tween dietary index and cancer. The index was calculated from dietary recalls and food 
frequency questionnaires. In another review [7], different diets like vegetable based, keto-
genic, zone diet, DASH etc. were analysed to find association between mood and diet. In 
[8], links between lifestyle factors and obesity occurrence were surveyed using National 
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Health and Nutrition Examination surveys. Other studies [9, 10] used statistical measures 
to find correlation between dietary factors and different diseases.  

There are many limitations to the work done in this regard. Such studies are based on 
population of a particular age, ethnicity or a specific disease. Due to this, the analysis re-
trieves associations which are very specific. The correlations identified in these studies 
used traditional statistical analysis. Advanced techniques like text analysis and machine 
learning can promise improved results.  

There are many works which have used advanced techniques, but in these, disease 
associations have been extracted based on parameters other than diet. Four methods have 
been used for curation or extraction of disease-based associations as identified in literature 
namely co-occurrence based, semantic analysis, machine learning and network analysis. 
The related works are summarized in Table 1. There are several limitations due to which 
use of a single method would not be efficient as summarized below: 

 The literature may consist more papers of a popular topic than other topics. This might 
lead to a bias when only a co-occurrence based method is used. 

 Use of only text mining to annotate diets in papers as harmful or helpful for diseases 
would result in inefficiency because there are many papers which do not state direct 
association but the associations can be inferred. For example, a major ingredient of a 
food item is found to be helpful for a disease, then it can be inferred that the food item 
is helpful. 

 Many tools have been devised for mining of literature to extract different kinds of as-
sociations. Another limitation lies with the fact that these tools were designed for a 
specific data type, pre-defined ontologies or gold standard databases, thus they cannot 
be used for diet terms because it does not have a pre-defined database. 

There are various other similar works [11-17] which have used a combination of mul-
tiple techniques to extract similar concepts, but do not target disease links. The only study 
[18] which has carried out analysis of disease and food associations focuses on developing 
their interaction networks. The networks have been statistically analyzed using network 
parameters to realize significant foods, disease complexity and similar diseases. 

The motivation behind this work is to ease out the task of identifying relationships 
between diseases and diets. This work aims to reduce the task of manual curation as well 
as achieve good accuracy. Once accurate data sets are available in right format, it can en-
hance accuracy and efficiency of further analysis.  

3. PROPOSED APPROACH: DIDACE 

DIDACE is a two-phase approach proposed to design a technique for extracting 
disease diet associations automatically and develop a prediction model for further predict-
ing the nature of extracted associations. In the first phase, a technique has been developed 
for extracting the count of medical abstracts in which both disease and diet terms occur 
together. This is done to quantify their strength of association. The extracted database is 
further refined by proposing a prediction model in the next phase. Some of the abstracts 
retrieved in first phase were read and classified as harmful or helpful. A harmful associa-
tion refers to the diet escalating the effects of disease or might act as a cause for disease. 
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Table 1. Comparison of related work. 
Ref Year Approach Technique Database Association Methodology Limitation

[19] 2009 

Co-occurr-
ence based

Statistical 
MeSH, Pub-
Med

Disease-
Gene

Co-occurrence based 
data curation

Manual curation 

[20] 2014 
Similarity 

scores 

BioGrid, 
OMIM, 
gene ontol-
ogy, 
HuGene

Disease- 
Disease 

Integrated multiple da-
tabases 

Used already devel-
oped databases 

[21] 2017  
Clinical 
trial, MeSH

Disease-
Drug

Developed an improved 
MeSH vocabulary

Manual curation 

[22] 2017   
Disease-Mi-
crobe

Annotated associations 
and other descriptions 

Manual curation 

[23] 2015 

Semantic 
Analysis 

Scoring and 
Ranking 

DO, HPO, 
Medline 

Disease-
Phenotype

Aber-OWL used for se-
mantic mining of medi-
cal ontologies

Designed for pre-de-
fined medical ontol-
ogies 

[24] 2016 
Latent Seman-

tic Analysis 
PubMed 

Chemical-
Chemical 
and Chemi-
cal-Disease

Analysed semantic pat-
terns 

Performance can be 
further improved 

[25] 2017  Medline 
Disease-
Treatment 

Automated generation 
of disease based con-
cepts

Single disease vo-
cabulary used for se-
mantic schema 

[26] 2017  Medline 

Disease-
Gene 

DigSee tool used for 
text mining 

Specifically designed
for disease and genes
association extrac-
tion 

[27] 2016 

Machine 
Learning

Shallow Lin-
guistic Kernel 

Clinical, 
PubMed 

Disease-
Drug 

Curation combined with 
association significance 
filters the data, then se-
mantic analysis further 
refines it

Data was collected 
from 1950-2011, up-
dated data required

[28] 2016  PubMed 

Gene-Phe-
notype 

Triplet information ex-
tracted using text min-
ing based machine 
learning

Only ten diseases 
covered, 
Performance can be 
improved 

[29] 2016  PubMed 

Disease- 
Mutation 

Machine learning to 
identify associations us-
ing manually curated 
data

Redundancy in data-
base, 
More robust ap-
proach required 

[30] 2017  Medline 
Disease-
Gene

Use of BeFree text min-
ing tool

Not completely auto-
matic, experts required

[31] 2017 
Maximum En-
tropy Classi-

fier 

MKH, Pub-
Med, Phe-
nominer

Genotype-
Phenotype

Semi-automated ap-
proach for self-training 

Better performance 
and enlarged training 
set needed 

[32] 2018 
Ensemble 

Support Vec-
tor Machine 

Gold Stand-
ard Data-
base

Disease-
Gene 

Semantic analysis Not good for com-
plex sentences 

[33] 2015 
Network 
Analysis 

Random Walk 
OMIM recor-
ds, Ensembl

Disease-
Gene

BioMart tool for query-
ing integrated data  

[34] 2016 Random Walk 
Wikipedia, 
DO, MeSH

Chemical-
Disease

LeadMine tool used for 
text mining

Better performance 
can be achieved 
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A helpful association refers to diet having soothing effects against a disease or might be 
helpful for its prevention. This data was further trained and used to predict harmful and 
helpful associations of diseases and diets in other abstracts. The various phases of DI-
DACE have been depicted in Fig. 1. 

 

 
 

 
3.1 Materials Used 
 
Medical Subject Headings: (MeSH) is a vocabulary which annotates research articles by 
representing its main topics. A hierarchy of terms has been arranged in form of tree struc-
ture with numbered notations. This was downloaded from MeSH website of National Li-
brary of Medicine (NLM) [35]. The MeSH tree contains 16 different categories, where 
category C has disease headings (or descriptors) while J02 has food descriptors. These 
categories have been used in this study so that standard terms can be utilized for curation. 
Thus, 4758 disease terms (including subtypes) and 154 diet terms were taken from down-
loaded MeSH database and stored in csv files. 
 
PubMed: It contains citations of millions of biomedical articles from various journals. 
Moreover, MeSH thesaurus has indexed articles in PubMed. Thus, PubMed literature 
search is most suitable for extracting relevant papers containing both the disease and diet 
terms.  
 
E-utilities: Manual searching of large number of terms in such a vast literature is a tedious 
task. Thus, National Center for Biotechnology Information (NCBI) provides an API ser-
vice named E-utilities which can be used to extract required data by posting URL queries 
through a software. The queries are sent as URL. For example, if one needs to search all 
the literature in PubMed in which both the terms Coffee and Diabetes occur together, then 
the following query should be posted as URL: 
 
https://eutils.ncbi.nlm.nih.gov/entrez/eutils/esearch.fcgi?db=pubmed&term=coffee [mesh] 
+AND+diabetes[mesh] 

Phase 1
• Application Program extracts strength of Disease-Diet associations 

from abstracts and generates a database

Phase 2

• From the curated IDs, abstracts for Diabetes and Inflammatory Bowel 
Disease were read and associations were classified as harmful or 
helpful to create a dataset

Phase 2

• Generated dataset trained using machine learning and sentiment 
analysis

Phase 2
• Trained data used to predict the nature of association for other 

abstracts

Fig. 1. Different phases of DIDACE.
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The [mesh] term in URL depicts that the terms are taken from MeSH vocabulary. 
This returns an XML with number of research papers in which both terms occur together 
as count, along with PubMed ids of respective papers.   
 
Artificial Neural Network: Artificial Neural Network (ANN) is a concept replicating a 
human brain for solving complex problems using distributed and parallel computations. It 
is increasingly being used for many different applications like pattern recognition (speech, 
character or human face) and optimization problems. The network contains computational 
units called nodes/neurons connected via weighted edges. These nodes process information 
collected from previous nodes using an activation function. A Multi-Layer Perceptron 
(MLP) is a feed-forward neural network which comprises many layers of nodes with input, 
output and hidden layers [36]. We used this in our study because MLP is best suited for 
classification prediction problems that focus on tabular data.  

 
3.2 Methods Used 

 
In order to evade manual search and automate the process of database extraction, a 

novel approach DIDACE (Disease Diet Association Curator and Explorer) has been de-
signed and developed in this work. The proposed approach is a two phased approach as 
mentioned below:  
 
Phase 1: In this phase, a technique has been developed for curating research papers in 
which disease and diet terms occur together. It has been designed to automatically search 
PubMed database, extract the count of abstracts in which disease-diet terms occur together 
and normalize the count so as to develop a database portraying strength of association of 
different diseases and diets. The algorithm used to automate the extraction process has 
been constructed to first select all pairs of disease-diet terms from the MeSH vocabulary 
consecutively, then generate query URL for each pair and post it on Eutilities server, which 
further returns an XML page consisting the value of count of terms. The flowchart of this 
proposed algorithm has been depicted in Fig. 2. The count (C) values thus retrieved were  

 

 
Fig. 2. Flowchart of proposed algorithm.
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normalized using a formula based on Term Frequency-Inverse Document Frequency (Tf-
idf). It calculates the frequency of terms taking note of their significance across all papers. 
Thus, co-occurrence (Ci,j) of a disease term (i) and diet term (j) has been calculated using 
the formula: 

Ci,j = C  log(t/n) 

where t is total number of diseases, 
n is number of diseases in which diet term i occurs 
 
Phase 2: In the second phase, a subset of abstracts pertaining to data extracted in the first 
phase have been used to predict the nature of association of disease-diet pairs. A bag-of-
words representation was developed so that this data could be used for sentiment analysis. 
The steps of this phase are as follows: 

1. Loading: Abstracts were selected using XML IDs and were read to classify them as 
harmful or helpful. These abstracts were loaded in Python and each abstract was cleaned 
for developing a vocabulary of tokens.  

2. Cleaning: Cleaning of abstracts involved removing punctuation, numerals and known 
stopwords from the documents. Tokens were converted into lower case and stemming 
was performed. Tokens with minimum occurrence greater than 10 were taken so as to 
further refine the vocabulary. The most common 50 tokens with their co-occurrences 
are depicted in Fig. 3.  

 
Fig. 3. Distribution of most common (50) tokens in documents. 

 

3. Encoding: This vocabulary was further used to convert the documents into encoded 
vectors. The tokens in each document were scored on the basis of three vectorization 
methods namely, binary, count and term frequency-inverse document frequency (tf-idf). 
Binary method simply marks the presence (1) or absence (0) of the token whereas count 
method outputs the number of occurrences of each token. For example, the first docu-
ment (D1) with n tokens can be represented as follows: 
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t1 t2 t3 … tn 

D1 = (0  1  1 …  0) 
 

where t1 represents first token and a binary method of scoring is used.  
4. Prediction: The encoding vectors were loaded in python for training a neural network 

so that prediction model can be developed. Due to tabular nature and low dimension of 
our data, a simple Multi Layer Perceptron (MLP) has been applied. MLP performs su-
pervised learning for predicting class (harmful or helpful) for new abstracts. It consists 
of many perceptrons taking input values of features (encoded vectors in this study), 
which are weighted and further summed up to be used as input to an activation function. 
This function aids in classification decision. There can be multiple layers in an MLP, 
but due to low dimension of data, we chose a single hidden layer for this task. The MLP 
based neural network for this model is represented in Fig. 4. 
 

 
Fig. 4. MLP based neural network architecture. 

4. EXPERIMENTAL EVALUATION 

4.1 Experimental Test bed Details 
 
Phase 1: The proposed algorithm was executed as a java program. Around 3.5 lakh records 
were extracted, but data was filtered so as to remove records containing only 0’s as corre-
lation or other repetitions. Since this data has been curated using a program, more data 
could be collected in less time unlike the technique followed in [18].  
 
Phase 2: Using the ids from XML in Phase 1, 300 abstracts for Diabetes and Inflammatory 
Bowel Disease were searched and read. 100 harmful and 200 helpful abstracts were iden-
tified. The cleaning, loading and encoding of abstracts for creating a vocabulary have been 
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Fig. 5. Comparison of different hyperparameters for tuning. 

performed using Keras API in Python. 548 tokens were taken in vocabulary after cleaning, 
which were used to convert abstracts into encoded vectors. The ratio of instances used for 
training and testing are shown in Table 3. Since the negative samples (harmful abstracts) 
were less than the positive samples (helpful abstracts), we chose 70:30 ratio for splitting 
negative samples whereas 50:50 for positive samples. The run was repeated 10 times pick-
ing random samples for splitting in each turn so that average values can be considered. 
MLP with one hidden layer was trained using sigmoid activation function as the model 
achieves better accuracy with this function. The output layer consists of one neuron with 
sigmoid activation function. Adam optimizer along with binary cross entropy loss function 
were chosen for training.  

Values of accuracy and loss were compared with different epochs and batch sizes so 
as to tune the parameters. Fig. 5 depicts the comparison of (i) Epochs and Accuracy, along 
with (ii) Epochs and Model loss, with different batch sizes. As can be seen in the figure, 
better accuracy has been achieved with a batch size of 30. Moreover, value of loss de-
creases more when this batch size is used. It reaches a minimum when the epoch value is 
between 20 and 25. We also introduced dropout in our MLP in order to randomly set nodes 
as 0 in the hidden layer. This helps in randomly selecting nodes, thus avoiding over-fitting 
of data. The dropout rate considered in our model is 0.2. The model also ensures that it 
does not suffer from exploding/vanishing gradients problems because it has only one single 
layer and moreover there are no large changes in loss on each update. The various hyperpa-
rameters set for this model after tuning are depicted in Table 2. The predictions were per-
formed for new abstracts as 0 for harmful and 1 for helpful class.  
 

 
(a) Graph of epochs and accuracy with 
batch_size = 20.  

(b) Graph of epochs and accuracy with 
batch_size = 30.

 
(c) Graph of epochs and loss with 
batch_size = 20.  

(d) Graph of epochs and loss with 
batch_size = 30.
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Table 2. Parameters tuned for training MLP. 
Parameter Neurons Dropout Rate Learning Rate Epoch Repetitions 

Value 20 0.2 0.01 23 10 
 

Table 3. Number of instances used for MLP training. 
No. of Instances Negative Positive

Training 70 100
Testing 30 100

 

4.2 Output Evaluation 
 
Phase 1: The final database extracted contains a total of 2,74,131 records containing 1917 
different diseases and 143 diet terms. Some distinct associations were realized from this 
database as shown in Table 4. References for validation of extracted relations are also 
mentioned in the table.  
 
Phase 2: For prediction task, 73 new PubMed abstracts pertaining to Cardiovascular and 
Inflammatory Bowel Diseases were chosen. Due to this, the dataset constitutes of two dif-
ferent diseases, thus achieving the aim of predicting for varied diseases and diets. The 
model predicts 1 for harmful and 0 for helpful associations.  

 
The validation of results is performed using accuracy. The algorithm achieved differ-

ent accuracies when different vectorization methods (namely binary, count and tfidf) were 
used for encoding as shown in Table 5. A boxplot for 3 types of vectorization methods has 
also been presented in Figure 6. The boxplot depicts minimum to maximum accuracies 
achieved for different vectorization methods. The best accuracy of 85% is achieved when 
tfidf is used. Another method of validation used in this study involves measure of precision 
and recall. Precision is a measure used to depict the accuracy of predicted positives. A false 
positive in our research indicates an association which is predicted to be helpful although 
it is not helpful. Due to this, a false positive is quite unfavorable for our research. Less 
number of false positives implies high precision, which in turn indicates a better model. 
The confusion matrix for this model has been depicted in Table 6 which is used to evaluate 
precision and recall. The model has a good performance as it achieves precision 88.7%, 
recall 81% and F1 score 84.7% as shown in Table 7. It is also important to look at these 
measures to identify class imbalance problem which might have occurred in our dataset 
due to different number of positive and negative samples. 

Among these predicted associations, some test cases were taken to be validated in real 
life as shown in Table 8. Red meat is one such test case found to be a harmful component 
for cardiovascular diseases. A blog by National Institutes of Health (NIH) confirms that 
daily consumption of red meat triples a chemical related to heart diseases [40]. Apart from 
this, some helpful associations have also been predicted. Yoghurt and soy are found to be 
beneficial in case of Inflammatory Bowel Disease. Center for Applied Nutrition (CAN) of 
University of Massachusetts Medical School provides various recipes and dietary recom-
mendations for IBD, and it recommends yoghurt and soy products for the same [41].   
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Table 6. Confusion matrix for prediction 
model. 

Predicted 
N=73 Negative Positive 

Actual Negative 9 6 
Positive 11 47 

 

Table 7. Parameters for validation 
of prediction model. 

Parameters  Value 
True Positives 47 
False Positives 6 
True Negatives 9 
False Negatives 11 

Precision 88.7% 
Recall 81% 

F1 score 84.7% 

 
Fig. 6. Boxplot for accuracies in 3 different vectorization method. 

 
Table 4. Sample associations extracted in 
Phase 1. 

Diet Disease Reference
Avocado Joint disease [37]
Tea Arthiritis [38]
Tea Liver disease [39]

 

Table 5. Accuracies for different vectoriza-
tion methods. 

 binary count tf-idf
count 25.0 25.0 25.0
mean 0.804941 0.745412 0.857176
std 0.153381 0.150762 0.139858
min 0.458824 0.411765 0.517647
25% 0.664706 0.635294 0.758824
50% 0.835294 0.788235 0.923529
75% 0.947059 0.858824 0.958824
max 0.976471 0.935294 0.982353

 

Table 8. Sample associations predicted in Phase 2. 
Diet Disease Association Reference 

Red Meat Cardiovascular disease Harmful [40]
Yoghurt IBD Helpful [41]

Soy IBD Helpful [41]
 

When compared with the only work [18] that has been undertaken to explore disease 
and food associations, it is realized that they used structural parameters of the graph gen-
erated to infer association strength. They found significance of known associations using 
statistical measures. Our method is different and can be considered as a next step to this 
work because we have used a sentiment analysis model to predict unknown associations.  

5. CONCLUSION AND FUTURE DIRECTIONS 

Lack of a reliable disease-diet associations database requires an effective approach 
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for using medical literature to extract relevant data. In this study, an approach named DI-
DACE has been proposed to extract relationships between different foods and diseases. An 
automatic technique has been designed and developed for curating the association 
strengths of 274131 records having 1917 diseases and 143 diet terms. Further, a prediction 
model has been developed using machine learning and sentiment analysis to predict harm-
ful or helpful associations from the abstracts of curations extracted earlier. The prediction 
model predicts harmful and helpful associations of 73 abstracts with 86% accuracy. It 
achieves a good performance with precision 88.7%, recall 81% and F1 score 84.7%. This 
method provides an efficient and time saving approach for developing disease-diet associ-
ation database than a manual approach. It also provides prediction model which can be 
further used to extract the nature of associations of a large number of abstracts. The da-
tasets might prove to be important assets for researchers working in the fields of compu-
tational healthcare and nutrition.    

As per our knowledge, this work is first attempt to discover disease-diet associations 
using sentiment analysis and prediction model in literature, thus offering ample chances of 
improvements. It has been observed that in some cases, associations of multiple diets and 
diseases are present in the same research publication. In such situations, a binary classifier 
may not be optimal. A probabilistic classifier might outshine the ambiguities. Thus, such 
documents need better techniques for extracting multiple associations covering both harm-
ful and helpful categories in the same publication. Moreover, full length papers can be used 
to improve the classifier further because in some cases, the associations might not be pre-
sent in the abstract. Other advanced semantic analysis techniques can be utilized for better 
prediction accuracies.  
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