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As wireless transmission technology advances, wireless data centers (WDCs) are more
and more widely used as computing infrastructures benefiting from its flexibility and low
complexity of cabling. Software-defined networking (SDN) brings new convenience in
topology design of wireless data center networks (DCNs) which has a great effect on the
performance of data centers. In this paper, we introduce the controllability as a new con-
sideration for wireless data center designers. We defined a new measure for controllability
evaluation and compared the existing WDC architectures, uncovered their diversity on prop-
erties of dynamics. Then we propose a novel exact topology adjustment strategy to control
WDCs more efficiently. Mathematical reasoning and experimental results show the cor-
rectness and effectiveness of our method. Our method can not only significantly improve
the controllability of existing WDCs, but also applicable in accurate architecture design of
wireless network systems.

Keywords: wireless data centers, software-defined networking, exact controllability, net-
work topology design, topology adjustment

1. INTRODUCTION

In recent years, we are undergoing a tremendous growth in mobile client applica-
tions, which spawns much more diversify demand for the performance of data centers.
Along with the number of hosted servers continues to grow exponentially, the scalability,
for example, has become a key bottleneck in the capacity improvement of data centers.
Many researchers are committing themselves to the DCN architecture design to ease the
unprecedented demands of extensive use of cloud-based services and massive data trans-
mission in data centers [1, 2]. The fixed topology and cabling layout of wired DCNs
seriously restricts the network performance improvement because modifying deployed
wired networks can be much costly and complex. In order to further provide more flex-
ible network configuration, software-defined networking technology has been adopted
and deployed by many enterprises. Researchers begin to investigate wireless communi-
cation to solve cabling complexity problems in DCNs. Internet companies like Microsoft
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and Google recently attempt to adopt 60 GHz wireless links into wired data centers [3].
DCNs augmented by wireless links emerge in such situations and have been concerned
by many researchers [3, 4]. Wireless connection makes the WDC topology more flexible,
but meanwhile makes the wireless architectures design a more important issue to enhance
the performance. Most WDCs are implemented by adopting 60 GHz RF technology in
conventional wired DCNs to emulate well-known topologies. Directional antennas with
narrow beams are usually mounted on top-of-rack switches and used for intra-rack com-
munication with servers by wireless channel.

As the threat of DDoS attacks sourcing from IoT terminals on WDCs becomes more
and more serious, the resistance of DCNs to cyberattacks[5, 6], and the capacity of re-
covering from cascading failure and some other destructions after been attacked was also
generally concerned in DCN architecture design [7]. So the controllability of WDCs
has become much more important than ever before [8, 9]. Meanwhile, the concepts of
Green IT, especially green networking technology, generates new demands on precise
management of the network equipment to improve energy efficiency and reduce network
consumption in WDCs [10, 11]. With the purpose of defending against DDoS attacks, re-
covering the paralyzed network links from cascading failure, or shutting down redundant
servers and routers in green datacenters, WDC managers always need to exactly control
some of the WDC nodes to inject control signals on condition that control functional com-
ponents have been deployed on such nodes beforehand. Otherwise, WDC managers have
to finish the reconfiguration manually device by device, which is quite time-consuming.
It is obvious unfeasible to deploy control functional components on every node in a WDC
due to the very high expenditure in hardware and software overhead. One natural and
core questions is how to select such a set of driver nodes to deploy control components,
which can both achieve the full control of the entire WDC network and minimize the total
overhead?

Before answering this question, one may wonder that (1) do the existing WDCs
perform well in the viewpoint of controllability? (2) If not, how to improve their control-
lability by minimum costs? Actually, the congestion control problem in DCNs has been
widely investigated by many researchers [12, 13]. However, these studies mainly focus
on flow control of network traffic, and are difficult to understand the behavior of dynam-
ical processes occurring on DCNs. From the perspective of the dynamics of complex
networks, the controllability of a WDC network is closely linked to its topology design.
So Topology adjustment is one of the most straightforward method to minimize the set of
driver nodes, thus reduce the deployment cost of control functional components. So far as
we know, there is no such work which has fully investigated the control issues of wireless
DCNs. The motivation of this paper is to bridge this gap and answer the aforementioned
questions using a novel integrated methodology. Key contributions of this work are in
three aspects: (1) We reevaluate the performance of existing DCN architectures in the
viewpoint of controllability; (2) We propose a feasible method to improve the controlla-
bility performance of existing WDCs by adjusting their topology with very low cost; (3)
We prove the correctness of our method by rigorous mathematical reasoning, and verified
the effectiveness by practical experiments.

The remainder of this paper is organized as follows: in Section 2, we introduce
some preliminaries on controllability theory of complex networks. The controllability of
some existing WDC architectures are evaluated and compared in Section 3. In Section
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4, a feasible method is expatiated to improve the controllability of WDC architectures by
making small changes on physical topology. Section 5 is our future work and conclusion.

2. BASIC CONTROL THEORY OF COMPLEX NETWORKS

As one of the most challenging problems in modern network science, controlling
complex networks has been studied for decades, but it still remains an open problem.
Until the structural controllability was proposed by Liu et al. in 2011 [14], the passion of
researchers was ignited again. Many insightful results were revealed by following their
thoughts [15], the controllability theory of complex networks has been greatly enriched.
However, these results are only applicable to directed networks, bi-directed ones such
as WDC networks can’t be well analyzed. A ground-breaking contribution to this issue
was made by Yuan et al. [16], a universal tool for exactly exploring the controllability
of complex networks with arbitrary structures and configurations of link weights was
proposed. Our controllability evaluation is based on this contribution. We consider a
WDC with N nodes, governed by the following linear dynamics [16]:

ẋ = Ax+Bu (1)

where the vector x = (x1,x2, · · · ,xN)
T is the states of all nodes, and the matrix A ∈ RN×N

is the coupling matrix of the network, i.e. the adjacency matrix of DCN. Since wireless
DCN is usually a bi-direction network, A is an unweighted real symmetric matrix. B is
the N×m control matrix and u is the input control signal of m controllers. In this paper,
we consider the servers and switches as the same nodes in DCNs. According to the PBH
rank condition, the DNC described by Eq. (1) is fully controllable only when

rank(cIN−A,B) = N (2)

where c is an arbitrary plural and IN is the identity matrix of dimension N. Based on
this condition, Yuan et al. further proved that for any network with adjacency matrix
A, the minimal number of driver nodes, denoted by ND, is determined by the maximum
geometric multiplicity µ(λi) of the eigenvalue λi of A:

ND = max
i

µ(λi) (3)

where λi, i = 1,2, · · · ,k is a nonidentical eigenvalue in matrix A, and µ(λi) = N −
rank(λiIN −A) [16]. Furthermore, since A is symmetric, the geometric multiplicity of
eigenvalue λi equals to the algebraic multiplicity, δ (λi), of λi. Thus, ND can be deter-
mined by:

ND = max
i

δ (λi). (4)

We denote the eigenvalue with maximum geometric multiplicity by λM . A corresponding
set of control nodes can be obtained by crossing off a maximal linearly independent group
from the column vectors of λMIN−A. We will discuss it later.

It is worth noting that the exact controllability is quite different from structural con-
trollability. For the later one, adding more links to a network will make it more control-
lable, i.e. controllable by less driver nodes. But for the former, too few links or too many
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links will increase the minimum number of driver nodes, which makes the controllability
more complicated.

3. CONTROLLABILITY ANALYSIS OF WDC
ARCHITECTURES

Before evaluating the controllability of mainstream WDCs, we first need to define
metrics for controllability. Since the server is a crucial component of WDCs that requires
precise control, we define the controllability as the ratio of the number of servers NS in
the WDC architecture to ND:

nD =
NS

ND
. (5)

For ease of comparison, the WDCs hereinafter are assumed to be consist of switches with
maximal 4 links (no matter wired or wireless) and servers with wireless transceivers. In
current WDC architectures, only the switches which directly connect to servers has wire-
less transceivers attached, such as top-of-rack (ToR) switches, while the links between
switches are still wired. We follow this setting in our research, and take the mainstream
WDCs which emulating Three-tier, FatTree [17], Clos [18], Bcube1 [19], Dcell1 [20] and
FiConn1[21] architectures as examples. For the recursive architectures, such as Bcube1,
Dcell1, FiConn1, we still denote them as Bcube, Dcell and FiConn hereinafter for short
without special notification. We proceed our analysis by the following steps:

1. Formulating the coupling matrix. For the tree/Clos based architectures, we serially
number the nodes from top to bottom, left to right, and from outside to inside
anticlockwise for recursive ones. Then formulate the adjacency matrix A. Note
that the number of nodes is irrelevant to the result.

2. Using the SVD method to compute the eigenvalues of matrix A, then select the
eigenvalue λM with maximum algebraic multiplicity.

3. Calculating the controllability nD by Eq. (5).
4. Comparing the controllability of different WDC architectures.

Fig. 1. A WDC of Three-Tier architecture with driver nodes painted green.

We reprint the architectures with the driver nodes selection results in Figs. 1-6.
The exact controllability comparison of the aforementioned WDC architectures are speci-
fied in Table 1. Since FatTree can be considered as a folded Clos network, they shared the
same level of controllability, and both are with the worst performance in controllability.
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Fig. 2. A WDC of FatTree architecture with driver nodes painted green.

Fig. 3. A WDC of Clos architecture with driver nodes painted green.

Whereas 3-Tier topology supports more servers at the same cost compared to FatTree and
Clos, the controllability is slightly better (1.33 vs 1). As hierarchical recursive architec-
ture, Bcube is significantly superior in controllability with nD = 1.6. Dcell and FiConn is
substantially different. Dcell has a much better performance with nD = 3.33 while FiConn
is even better and attains a very good controllability with nD = 4. The really interesting
question is: what plays the decisive role to controllability of WDCs? It is quite notable
that the λM of Dcell is−1 while the others are all 0. According to the exact controllability
theory, an obvious explanation for this difference is that WDCs with λM = 0 are sparse
while Dcell is dense. This question will be further discussed in next section.

Now we have determined the minimum number of driver nodes for aforementioned
WDC architectures, in order to implement exact control of them, we need to select a
set of such driver nodes to inject control signal. Review the exact controllability theory,
the corresponding set of control nodes can be obtained by crossing off a maximal linearly
independent group from the column vectors of λMIN−A. It suffices to implement elemen-
tary row transformations on the matrix λMIN −A to find a maximal linearly independent
group on the column vectors. Then we cross off the corresponding serial numbers from
the column number set, the remaining serial numbers constitute the index set of driver
nodes. We calculate a series of instances of driver nodes and paint them green in Figs.
1-6.

Fig. 4. A WDC of Bcube architecture with driver nodes painted green.
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Fig. 5. A WDC of Dcell architecture with driver nodes painted green.

Fig. 6. A WDC of FiConn architecture with driver nodes painted green.

4. EXACT CONTROL OF WDC ARCHITECTURES

By comparison we find that Dcell and FiConn are superior to other WDC architec-
tures in controllability. Evaluating and ranking are not enough, our ultimate goal is to
improve the controllability systematically in WDC architecture design. We come back to
investigate the decisive factor of controllability. In structural controllability theory, the
denser a network is, the fewer driver nodes are needed to control it [14]. Both adding new
links and decreasing the degree heterogeneity can improve the structural controllability
of a given network. Unfortunately, this does not hold in exact controllability theory. For
instance, the star and fully connected networks with N nodes are two extreme cases in
degree heterogeneity. The star network is the hardest to be structurally controlled, and
for fully connected networks, 1 driver node is quite enough. While in order to implement
exact control, N− 2 and N− 1 control nodes are needed respectively. It seems that too
many and too few links both makes exact control difficult. In essence, it is the coupling
degree of adjacency matrix that determined the controllability. Therefore, we mainly fo-
cus on implementing few variations on the adjacency matrix A (i.e. the topology of WDC
architecture) to expand the maximal linearly independent group of the column vectors of
the matrix λMIN−A to get better performance on controllability.
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Table 1. The controllability comparison of WDC architectures.
DCNs Num. of Servers NS λM Num. of driver nodes ND Controllability nD
Tree 36 0 27 1.33

FatTree 16 0 16 1
Clos 8 0 8 1

Bcube 16 0 10 1.6
Dcell 20 -1 6 3.33

FiConn 12 0 3 4

4.1 Control Efficiency Enhancement Using exact Topology Adjustment Strategy

We have known that the controllability of WDC architecture with adjacent matrix A
is fully determined by the rank of B = λMIN +A, i.e. the maximal linearly independent
group on its column vectors. By the analysis of current WDCs above, we note that λM is
either 0 or −1. This is not a coincidence. For a sparse network, the maximum geometric
multiplicity occurs at the eigenvalue λM = 0 with high probability[16]. Thus we have
B = A. This observation motivates us to expand the maximal linearly independent group
of A’s column vectors instead of B, which can be accomplished by simply adjusting a few
elements of A, corresponding to adding or cutting off links in the original topology.

We take Dcell as an example to expatiate how to improve controllability by adding
new links or cutting off redundancy links. The adjacency matrix of Dcell is of 25×25 di-
mensional, and the λM is−1. We need to analyze the matrix−λMI25−A, or equivalently,
λMI25 +A. We number the nodes of Dcell as shown in Fig. 7.

The initial driver nodes are numbered 17, 19, 21, 23, 24, 25. We implement el-
ementary row transformations on the column vectors to get the row canonical form of
λMI25 +A. It can be easily obtained that the column vectors are the first 18 unit basis
vectors, (1, 0, · · · , 0)T , (0, 1, 0, · · · , 0)T , · · · , (0, · · · , 0, 1, 0, 0, 0, 0, 0)T , except the
driver columns. We keep the link relationships of the non-driver nodes unchanged, and
change the link relationship of 17th node, make it to be one of the 19th-25th basis vector.
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Fig. 7. Improved WDC topology of Dcell architecture.
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We link it to the 21st node after cutting off the links 7↔ 17 and 8↔ 21 (illustrated by
dashed blue lines in Fig. 7), then add a new link to 17↔ 21(illustrated by dashed red line
in Fig. 7). We denote the adjacency matrix of the improved network by A1. Recalculation
of controllability shows that ND of A1 is turned to 5, the 17th node is not driver node any
more, its nD has been improved to 4, and λ

(1)
M is still −1. We continue to carry on this

procedure, recalculate the λ
(1)
M I25 +A1 and disconnect the links 19↔ 15 and 23↔ 16

(illustrated by dashed orange lines in Fig. 7), and then add a new link 19↔ 23(illustrated
by dashed red line in Fig. 7). After this iteration, we get adjacency matrix A2 with ND = 4,
nD = 5 and λ

(2)
M =−1. The driver nodes become 21, 23, 24, 25. We need only 4 driver

nodes to exactly control the improved Dcell architecture. The released driver nodes 17
and 19 are repainted blue in Fig. 7. This adjustment procedure can be continued until
no more links are permitted to add. Now that it is unreasonable to link any two links
connected to the same mini-switch, we stop here for the adjustment. The final topology
of improved Dcell is illustrated in Fig. 7.

To formulate our adjustment method, we give a general algorithm to controllability
enhancement described in Algorithm 1. We complement some extra explanations on the

Algorithm 1 : The Exact Topology Adjustment to Control WDC Architectures.
Input: The adjacency matrix A with dimension N×N; The threshold of controllability

requirement N0;
Output: The improved adjacency matrix A′;
1: while Nd > N0 do
2: Compute the eigenvalues of A and determine λM with maximum multiplicity;
3: Implement elementary row transformations on the column vectors of λMIN +A

and get the row canonical form CA, let k = rank(CA), Nd = N− k
4: Determine a set of driver nodes SD;
5: Select two different target nodes t and s from SD∩{k+1,k+2, · · · ,N} such that

A(s, t) = 0;
6: if Link s↔ i is not linkable then continue;
7: end if
8: for i = 1; i < N; i++ do
9: if Link t↔ i is deletable then A(t, i) = 0, A(i, t) = 0;

10: end if
11: if Link s↔ i is deletable then A(s, i) = 0, A(i,s) = 0;
12: end if
13: end for
14: Let A(s, t) = 1, A(t,s) = 1;
15: end while
16: return A′ = A;

statement “deletable” and “linkable” in Algorithm 1. Exact controllability can never be
the unique concern to a WDC architecture designer. One single link many be redundant to
controllability but meanwhile crucial to some other performance indicators. Thus delet-
ing it arbitrarily may cause intolerable performance loss. Then we consider this link as
“undeletable”. Otherwise, if it is not important for any concerned indicators, then it is
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“deletable”. For the statement “linkable”, adding a new link to the network is also fac-
ing the same issue. Besides, there may be some other restrictions need to be considered
before linking any two nodes in the network. In a word, “joint optimization” is the most
important rule for any designers who want to improve the controllability of their WDCs.

We give a brief proof on the effectiveness of Algorithm 1. It suffices to show Algo-
rithm 1 can extend this column vector group and maintain its linear independence. We de-
note one of such maximal linearly independent group by {p1, p2, · · · , pk}, the rest column
vectors of B by {pk+1, pk+2, · · · , pN}, which corresponds to the driver nodes. Suppose
that we select pi and p j by implementing Algorithm 1 once, it implies that pi j = p ji = 0,
and i > k, j > k, where pi j is the j-th component of vector pi. By a series of elementary
row operations, say R1,R2, · · · ,Rm, where Rs,1 ≤ s ≤ m is row interchange, row scaling
or row addition, B is reduced to row canonical form. This procedure can be formulated as
follows.

Rm · · ·R2R1(p1, · · · , pk, pk+1, · · · , pN−k) =

(
Ik ∗
0 0

)
(6)

We adjust the topology by letting pi j = p ji = 1, and denote the vector by p′i derived
from adjusting pi. Then p′i = pi + e j, where e j is the j-th unit vector. By matrix theory,
elementary row operations do not change the linear independence of column vectors,
therefore, we only need to show that p′i is linear independent to {p1, p2, · · · , pk}. Consider
that pi is linear dependent to {p1, p2, · · · , pk} and p′i = pi + e j, it suffices to prove that e j
is linear independent to {p1, p2, · · · , pk}. Since B is symmetric, we rewrite the result as

B′ =
(

B0 C
C′ D

)
(7)

where B0 and D are symmetric and C′ is the transpose of C. Due to the column vectors
of C are linear dependent to the column vectors of B0 as hypothesis, then the row vectors
of C′ are linear dependent to the row vectors of B0 because B′0 = B0. Thus, B0 is k× k
a full rank matrix. Suppose that t1 p1 + t2 p2 + · · ·+ tk pk = e j, by considering the first
k rows, (t1, · · · , tk)B = 0, we get t1 = t2 = · · · = tk = 0, thus e j is linear independent
to {p1, p2, · · · , pk}. Therefore Algorithm 1 can effectively enlarge the rank of B, thus
increase the controllability of A.

Now we further discuss the complexity of Algorithm 1. The space complexity in-
volves storage cost mainly taken by two N×N matrices A and B, which is on the order
of O(N2). In each iteration of Algorithm 1, computing the eigenvalues of A requires
time on the order of O(N3), elementary row transformations require time on the order of
O(N2(logN)2), other operation requires no more than O(N2), thus the time complexity
of one iteration is on the order of O(N3). Suppose that we implement t iterations in our
adjustment, the overall time complexity is O(tN3). This time complexity is a little high,
but it is still tolerable for local topology optimization.

It is worth mention that even though this algorithm is applicable to improve the con-
trollability of any network topology, not limited to WDCs, we still restrict its application
in WDCs. The reasons are as follows: (1) Data center networks are moderate in scale for
topology adjustment. An internet-wide network is too huge to highlight the effectiveness
of local topology adjustment, while the similar operation on data center networks would



1102 YI ZHANG AND TENGFEI CAO

be much more significant; (2) The cost of topology adjustment of WDCs is low enough in
implementation, while alternations of cabling on wired network is much more expensive.

4.2 Experimental Results

To verify the effectiveness of our method, we test Algorithm 1 on the aforemen-
tioned WDCs with d-link switches, where d = 4,6,8,12,16 respectively. We implement
d
2 iterations of adjustment accordingly. To avoid any negative impact on other indicators
of these WDCs, we adjust the topology only by adding one link in each iteration without
deleting any links. The experimental results are illustrated in Fig. 8. As d increases, the
scale of networks become larger quickly, the original controllability of WDCs decrease
except Clos, which firstly increases then decreases. The most non-significant on control-
lability improvement is reflected in 3-Tier Tree (Fig. 8(a)) and FatTree (Fig. 8 (b)). The
controllability nD of 3-Tier Tree increases from 1.33 to 1.56 for 4-link switch cases, indi-
cates a promotion of 17.3%. While the nD of FatTree increases from 1 to 1.33, indicates
a promotion of 33%. That’s because the server nodes are much less than other WDCs
in proportion. The marginal benefits quickly decrease along with d increases. For Clos
and Bcube architectures, the performance gets even better, achieves a 100% and 66.9%
promotion, respectively (Figs. 8 (c) and (d)). For ease of comparison, we set the num-
ber of adjustment iterations to be d

2 . Adding only d
2 links is a very slight change on the

whole WDCs, it costs almost nothing in wireless networks, however the enhancements
of controllability are considerable, especially for Dcell and FiConn, which originally per-
form better than other WDCs. If topology designers want to get better nD performance
on 3-Tier Tree and FatTree, he needs only implement more adjustment iterations, for in-
stance, 3d/4, d, even 2d, or some other specified number. Adequately control efficiency
needs more adjustments on the original topology. In application, the number of iterations
in implementing Algorithm 1 depends on the controllability requirement of topology de-
signers.

5. FUTURE WORK AND CONCLUSIONS

In this paper, we firstly proposed a novel concept that controllability should be con-
sidered as an important performance indicator of WDCs. Based on exact controllability
theory, we compared the controllability of several mainstream WDC architectures and
pointed out that Dcell1 and FiConn1 are of much better performance in controllability
than other architectures. Then we deeply analyzed the decisive factors to controllabil-
ity and proposed a feasible method to improve the controllability of WDCs. We verified
our method by improving the controllability of actual WDC architectures with different
number of switch links, the experimental results showed that the controllability can be
significantly improved even by adding a small proportion of links to the original topol-
ogy. For ease of specification, our analysis is limited on several simple instance of WDCs,
some newly designed architectures for WDCs are not investigated. However, our method
is universally applicable in improving the controllability of any WDC architectures with
wired or wireless links in their physical topology. Besides, the quantitative study and
comparison of universal cases of WDCs, such as Dcellk may be a future work.
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Fig. 8. Experimental results of controllability adjustment on mainstream WDC architectures. The
X-axis is d, the number of links of switches in the WDCs, the Y-axis is nD, the corresponding
controllability. The blue lines marked by ‘*’ stand for the original controllability of WDCs, while
the red lines marked by ’o’ shows the improved results. Note that the scale ranges of Y-axis vary in
different subfigures.
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