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In this paper, we employ the deep Q-network (DQN) algorithm to study user pairing
downlink (D/L) non-orthogonal multiple access (NOMA) system considering the multiple
user equipment (UEs). In this work, the independent and identically distributed (i.i.d.) fad-
ing links are considered. The channel is expected to become time-varying as a result of node
mobility. User pairing and optimum power distribution algorithms based on reinforcement
learning (RL) are investigated initially in NOMA systems. To make the analysis simpler
and for reducing the computational complexity the Q-learning-based scheme is used jointly
to investigate the user pairing and optimal power allocation problems. In real-time propaga-
tion conditions with numerous users, DQN was employed to conduct user pairing and power
allocation at the same time. When the learning rate is 0.2000, the DQN method, on the other
hand, converges quicker but does not reach the maximum throughput (or average sum rate).
In our simulation, we have eight UEs, and it has been observed that employing near-user
far-user (N-F) results in a better sum rate. The symbol error rate (SER) performance falls
dramatically as the node velocity increases, according to simulation curves. This is because,
when node mobility increases, the channel will change extremely quickly. The simulation
results confirm the derived analytical expressions.

Keywords: NOMA, channel state information (CSI), successive interference cancellation
(SIC), deep learning (DL), deep neural network (DNN), SER, time selective fading, DQN

1. INTRODUCTION

The internet of things (IoT), big data analytics, and rapid improvements in the pro-
duction of fifth generation (5G) cellular and portable wireless devices have all led to a
considerable rise in network traffic [1]. The objective of today’s wireless networks is to
provide extremely high signal transmission rates, lower latency, and massive connectivity,
which can only be achieved by integrating a range of 5G technologies [2]. The integration
of various 5G schemes can serve many users from a single resource block to increase en-
ergy efficiency (EE) and spectral efficiency (SE). However, handling asynchronous data
created by machines to offer end-users massive IoT connectivity and diverse quality of
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service (QoS) is difficult. NOMA techniques are used to overcome the issues in the con-
text of 5G in the third-generation partnership project’s new radio (NR) release-14 for D/L
and NR release-15 for uplink (U/L) standards. Because of its high SE, massive connec-
tivity, and potential as a 5G enabler, NOMA has been an active research topic in recent
years. It has been explored by several researchers. Previous studies [3,4] by the researcher
mostly focused on the basic schemes, waveform design, outage probability performance,
benefits and limits, comparison with orthogonal multiple access (OMA), applications,
and future network possibilities. Another system, power domain NOMA, uses the super-
position techniqueat the base station (BS) and the SIC scheme at the receiver, allowing
different UEs to access resources (time and frequency) based on the power allocation
factor value [5]. In the work [6], the authors investigated the user pairing NOMA and
resource allocation algorithms under frequency-flat Rayleigh fading links without consid-
ering the node mobility and time-selective fading channel conditions. In the work [7], the
authors have investigated the combined resource allocation and user pairing scheme for
a virtual multiple-input multiple-output (MIMO) network. First, a multiple-level water-
filling-based resource allocation strategy is employed to address resource allocation with
known matched user groups. The next stage is to execute joint user pairing and power al-
location using an iterative algorithm based on the analysis from the previous phase. In [7],
the authors introduced user pairing and scheduling methods for massive MIMO-NOMA
systems, with the purpose of lowering inter-pair interference and therefore boosting the
sum rate.

In the work [8], the authors have investigated the 2 cellular user D/L MIMO-NOMA
system considering the optimal resource allocation. Further, the non-convex optimization
framework has been developed for the MIMO-NOMA system and suboptimal and opti-
mal solutions are provided. Furthermore, in the work [9], an optimum power allocation
system for maximum fairness is developed; based on the max-min rate criterion power
allocation scheme, all UEs have the same data rate. In the work [10], it has been observed
that the user pairing D/LL NOMA with optimal resource allocation provides a much better
SE than the conventional NOMA system. To improve SE, the UEs were sorted by fading
channel strength and then given the best resource allocation. In [11], the user pairing
NOMA system is investigated for a maximum of two users. In the works [12-14], the op-
timal resource allocation scheme is developed for the NOMA system. The basic MIMO
technique considers the convex optimization-based resource allocation problem and seeks
to distribute power by addressing the Karush Kuhn Tucker (KKT) conditions analytically.
The RL, on the other hand, is used in the MIMO-NOMA system to determine the power
of the UEs in each pair. Furthermore, even though previous schemes for evaluating user
pairing and resource allocation in a MIMO-NOMA strategy required a high level of com-
putational complexity, we identify user pairing and power allocation jointly with a low
level of computational complexity.

DL has been applied in several research in 5G networks [15, 16], including ap-
proaches like supervised, unsupervised, and RL. Adapting to time and frequency selective
fading channel conditions may be challenging since supervised learning requires a large
number of datasets. Data classification, statistical distributions, user matching, and re-
source allocation are all demanding challenges in unsupervised learning. One of the most
well-known RL systems is Q-learning, a famous model-free method for RL. Q-learning
can solve the problem of user pairing and power allocation by taking “action”. The CSI
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between the UE and the BS changes continuously at every time slot as a result of node
mobility between the UEs and large-scale fading. As a result, Q-learning, which uses CSI
to determine the best “reward” without utilizing a dataset, may be more suitable for 5G
than other supervised learning algorithms that require a huge number of datasets. In the
literature [17-26], the DL algorithm was applied in the NOMA scheme. In work [17], the
authors proposed a DL-based sparse code multiple access (SCMA) method in which data
is mapped to the resource and incoming signals are analyzed using a deep neural network
(DNN). The data used for training is unstructured and loud. The authors developed a dual
DNN-based deep RL (DRL)-based power allocation to overcome this problem [18]. Fur-
thermore, in [19], a recurrent neural network (RNN) was utilized to calculate the NOMA
channel, which is used to learn the NOMA system’s CSI via offline and online training.

The authors of [20,21] used the greedy algorithm to investigate the rapid RL tech-
nique based on the DQN in the context of jamming assaults. The authors of [22] used
multiple agent RL to pair users in multiple carrier NOMA systems. For NOMA systems,
the authors recommended a DQN-based combined power and channel assignment [23].
For the channel assignment problem, the authors developed an approach for identifying
the best power allocation parameters using an attention-based DQN. The authors of [24]
create a partially observable Markov decision process for dynamic channel access diffi-
culty, and DQN is used to discover the best access policy via online learning. The authors
in the work [25] have explored a multiple agent DNN strategy to estimate the spectrum
occupancy of unknown adjacent networks in slotted 5G systems, in which they trained the
DNN in real-time using both RL and supervised learning. To improve the sum rate, the
authors [25] proposed using a DQN-based resource allocation for a multiple cell system.
The authors used the combined precoding and SIC decoding approach for the MIMO-
NOMA network in [26], considering the incorrect SIC decoding situation. Non-convex
optimization, resource allocation, antenna beamforming, SIC ordering, and user pairing
are the primary concerns for MIMO-NOMA systems. These issues have been investi-
gated in tandem or in part, using specific performance measurements. MIMO-NOMA is
a technique that can improve SE in 5G, however, it has a significant computational com-
plexity restriction. In the work [27], the authors have solved the sum-rate maximization
problem and consider the Marcum Q-function with first-order and log-concavity qualities
to identify the best transmit power and subchannel allocation techniques while keeping
QoS in mind for users. In addition, to optimize the sum rate of the NOMA system, in the
work [28], the authors have proposed spectrum resource and power distribution using an
adaptive proportional fair user matching mechanism. Many of the recommended resource
allocation and channel assignment approaches in the literature [29,30] are nondeterminis-
tic polynomial-hard [29] and solving these issues directly is extremely challenging. Fur-
thermore, classic optimization procedures have not been properly investigated in terms of
computing efficiency, even though they frequently comprise many stages and complicated
computer processes [30]. In the work [20,31], the authors have used an RL-based system
called Q-learning to allocate power resources to improve the SE and EE of the NOMA
transmission. The DQN algorithm, like a traditional DRL approach, has the advantage
of increased learning efficiency and more policy selection capacity due to its neural net-
work, which outperforms typical RL algorithms. The experience relay buffer, a device in
the DQN approach, can reduce the interdependence of the input data and make the train-
ing process more trustworthy. The contributions of this paper are as follows:
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¢ For NOMA systems, the RL-based user pairing and optimal power distribution
strategies are researched first. Previous studies looked into user pairing and power
allocation problems separately or looked into them using mathematical methodolo-
gies like convex optimization in a simpler system with a few users.

* To the authors’ knowledge, this is the first time DQN has been used to execute user
pairing and power allocation simultaneously in a real-world system with multiple
users.

* The main aim of this paper is to enhance the SER performance of the NOMA sys-
tem while decreasing computational complexity by applying DQN based optimal
power allocation and user pairing.

e The DQN method is used to solve the user pairing problem, allowing the overall
sum rate of all UEs to be maximized.

The rest of the paper is structured as follows: Section 2 investigates the signal and fading
channel models, and formulations for the time selective fading channels are produced. In
addition, the user pairing NOMA system has been described, and several types of user
pairing systems have been examined. Section 3 investigates the DRL-based user pairing
NOMA scheme and provides optimal power allocation and user pairing based on the Q-
Learning algorithm. Section 4 contains the simulation findings, while Section 5 concludes
the work.

2. SIGNAL AND CHANNEL MODEL

2.1 Channel Model

It is considered in this work that node mobility causes the channel to transition from
i.i.d. frequency flat fading channel to a time-varying fading channel. It has been assumed
that the UEs move in relation to each other. The first-order autoregressive process [32]
may be used to simulate a time-varying fading channel. z(7) = pz(t—1)++/1 — p2e(7),
where T and T — 1 represents the two adjacent time instants. The term e(7) is a random
process and it can be modeled as the CN(0, 6?), p is the fading channel correlation
coefficients arises due to the Doppler spread, expressed as p = Jo {27 f.v/Rgc}. Where
fc represents the frequency, v represents the relative velocity between two communicating
UEs, ¢ denotes the velocity of light, Jy(.) denotes the Bessel function of zeroth order and
first kind, and Ry represents the symbol rate.

2.2 System Description

In this work, we explore the D/L. NOMA system in a microcell with a radius of 600
m, demonstrated in Fig. 1 [5]. The power transmitted from the BS is represented as Pgg.
The transmitted power is considered to be distributed evenly among all antennas. As a
result, the selection combining technique is employed at the BS. The BS transmits the
superimposed signal to all the UEs, and it considers the features of NOMA. All M UEs
are randomly placed in a cell to produce a NOMA-applicable situation. The transmitted
power at each beam can be expressed as P, = Pgs/N. The instantaneous fading channel
gain is considered in the following order [5-9],

20i()* < |2 (O, for i< j. )
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In the NOMA system under consideration, the SIC technique is used by the closest
user (with excellent channel strength) to cancel the interference signal, which might be the
signal transmitted to the UE with poor channel conditions. In this situation, the SIC should
function with few or no errors. The BS is also in charge of pairing UEs and calculating
each UE’s transmits power. Each UE undergoes from frequency flat Rayleigh fading links
and additive white Gaussian noise (AWGN) with zero average value and noise variance
O, k- After performing the section combining scheme the transmitted signal from the BS
is expressed as [4-6],

K
Xn = Z V an,kPnsn,ka (2
k=1
Where o, ; represents the power allocation factor, the signal transmitted from the BS is
represented as s, and P, denote the beam power. The signal obtained at the UE, ; is
expressed as,

N
Ynk = Zn,k(f) Z WnXn + Nk, 3)
n=1

Where z, +(7) is channel vector consists of the Rayleigh fading channel coefficients
from the BS to the UE, ;. Precoding matrix consists of precoding vectors w,, for each
beam, expressed as, W = [W1, W2, W3,.....,W,|, W, € IXN, and 1, x is modeled as AWGN
noise. The channel vector z,x(T) consists of Rayleigh fading channel coefficients ex-
pressed as,

2ok (T) = z0i(T)\/d, . )

n,

Furthermore, d,, ; represents the distance between the BS and UE,, x, 1 represents
the route loss exponent, and z,, x represents the state of the RL. Rewrite Eq. (3) as follows,

K N
Ynk = Zn,k(T) V Pn an,ksn,k+zn,k(7)wn Z AV Pn an,k’sn,k’ +Zn,k(7) Z Wy Xy + M ke
k

'=k+1 n'=1,n#n

intra—beam interference inter—beam interference

®)

After SIC, the above expression may be expressed as,

N
Zn,k(T)\/ B, Oy kS ke + Zn,k(T) Y wyxy+ Nn ks if k=K

n'=1,n#n

K
Ynk = Zn,k(r) \/ Pnan,ksn,k + Zn,k(T)Wn Yy \/ Pnanﬁk’sn,k’ (6)
K

'=k+1

N
+Zn,k(r) Z Wn’xn’+nn,k7 lfl SkSK,k?éK
n'=1,n#n

According to the NOMA concept, the power allocation coefficient ¢, ; of each UE
is stated as follows,
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K
0<a<1,Y te=1, ot €Q, (7
k=1

where Q represents the space of the feasible power allocation factors.

2.3 User Pairing for 8 UE NOMA Scheme

Fig. 2 demonstrates the D/ NOMA system represented as UE1-UES, considering
8 UEs. The distance between UE1 and UE8 from the BS is represented by d; — ds. Fig.
2 shows that UEI is the user that is closest to the BS, whereas UES is the user who is
furthest away. UEI has the best channel condition, whereas UES has the worst, based
on the assumption. The channel conditions are assumed to be listed in decreasing order,
ie., |21(7)]* > [2(0)P > |23(0)* > (D) > |zs(7)* > [z6(2) ] > |z (7)* > [zs(7)[*.
There are four users in each of the two orthogonal blocks or resources (in this case, time).
In this study, two simple schemes for user pairing-based just on distance are provided.

2.3.1 Paring of near user with the far users (N-F pair)

The user who is closest to the BS is paired with the user who is farthest away from
the BS in this form of user pairing. UE1 and UES are the closest and furthest users,
respectively, in our case. As a result, UE1 and UE8 will couple up and share the same
resource block as UE2 and UE7, the following N-F pair. Another N-F pair option is for
UE1 to be paired with UE7 and UE2 to be partnered with UES, in which case they can
share resource blocks. Only the user closest to the BS is paired with the furthest in this
article, while the second closest to the BS is paired with the second last farthest user, as
shown in Fig. 3. Now, because the UE1 is nearest to the BS and the UES is farthest away,
we assume that the UES will have a larger power allocation coefficient, i.e., o < ag. UE8
may decode its data from the D/L signal directly using this method. UEI1, on the other
hand, must decode its data via SIC. The remainder of the pairings are assumed to be the
same, therefore oy < 07,03 < O, 04 < 5. As a result, UE2, UE3, and UE4 will need
SIC to decode their data, whereas UE7, UE6, and UES will be able to decode their data
directly in relation to UE2, UE3, and UE4. For the user N-F pairing the achievable rates
for first N-F pair,

Ry = (1/2) xlogy (14 Pay |z (1)*/6?) (AfterPerforming SIC) (8)
Rg nr = (1/2) xlog, {1+ Pog|zs(7) 1?/(Po|zg(7)[* +062)} (After DirectDecoding)
)

Similarly, for 2nd N-F Pair,
Ry = (1/2) xlogy (14 Po|z2(7) ?/6?) (After Performing SIC) (10)

R7,p = (1/2) xlogy {1+ Pory|z7(7) 1?/(Pay|z7(7)[* 4+ 62)} (After DirectDecoding)
an

For 3rd N-F pair,
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Beam 1 Beam N

Fig. 1. Schematic representation of the D/L
NOMA with multiple antennas. Fig. 2. System model for hybrid NOMA.

Ry,p = (1/2) x10g, (1 + Poi|z3(7)[*/6%) (After Performing SIC) (12)

Renp = (1/2) xlogy {1+ Potg|z6(7) ?/(Pas|z6(7)|* + 62)} (After DirectDecoding)
13)

For 4th N-F pair,
Ranp = (1/2) x10g,(1+ Pau|z4(7)|*/6?) (After Performing SIC) (14)

Rs 5= (1/2) xlog, {14 Pas|z5(T) 1?/(Pay|zs(7)|*+6%)} (After Direct Decoding)
(15)

The averagegachievable sum rate for N-F pairing scheme is expressed as,
Rup =Y Rins. (16)
i=1

2.3.2 Paring of near user with the near users and pairing of far users with far
users (N-N pair, F-F pair)

As seen in Fig. 4, close users are paired with nearby users, whereas distant users are
paired with far users. In this system, as illustrated in Fig. 4, the closest user (closest to
the BS) will be paired with the next closest user going away from the BS, and the furthest
user will be paired with the next farthest user moving toward the BS. We anticipated that
UE1-UE4 are users who are closer to the BS and would engage in N-N pairing, whereas
UES-UES are users who are further away from the BS and will participate in F-F pairing.
UE1 will be paired with UE2, and the resource block will be shared. We anticipated
that the closer a user pair is to the BS, the smaller the power allocation coefficient, i.e.,
o < 0,03 < 04,065 < g & 07 < 0g. Hence, in every pairing, the user closest to the BS
will perform SIC to decode its signal while the second in the pair can directly decode its
signal. For the user N-N pairing the achievable rates for 1st N-N pair,
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Fig. 3. Schematic repre- Fig. 4. Schematic represen-
sentation of the N-F pair- tation of the N-N pair & F-F Fig. 5. DRL based scenario.
ing scheme. pair scheme.
Ry = (1/2) xlogy (14 Poy|z1(7)]*/0?) (After Performing SIC) (17)

Ryun = (1/2) xlogy {1+ Pag|z2(7)[* /(P |z2(7)|* + 62)} (After Direct Decoding)
(18)

Similarly for 2nd N-N pair
R3n = (1/2) xlog, (14 Pa|z3(7)|*/0?) (After Performing SIC) (19)

Ry pn = (1/2) xlogy {1+ Pou|z4(7) ?/(Pas|z4(T)|* + 6%)} (After Direct Decoding)
(20)

for Ist F-F pair,
Rs rr=(1/2) xlog,(1 +Pa5|z5(’r)|2/0'2) (After Performing SIC) 21

Re.rr=(1/2) xlog,{1 +Pagg|z6(T)|? / (Pas|z6(7)|* +62)} (After Direct Decoding)
(22)

Similarly for 2nd F-F pair
Ry pr=(1/2) xlog,(1 + Poy|z(7)[*/0?) (After Performing SIC) (23)

Rs 7= (1/2) xlog, {1+ Pot|zs(7)|*/(Pou|zs(z)|* +62)} (After Direct Decoding)
(24

The overall ilchievablegsum rate for N-N, F-F pairing scheme will be

Rip=Y Rim+ Y Rigy. (25)
i=1 i=5
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3. DRL BASED USER PAIRING NOMA SCHEME

The authors developed a methodology for getting the best power allocation factors
using the DRL scheme in their paper [33]. This research also uses the user pairing ap-
proach to determine the best power allocation. The DRL environment is then used to
transform the user pairing scheme. The DQN technique is used to study average sum rate
performance as well as optimal power allocation. Finally, the algorithm for describing the
entire procedure is presented.

3.1 Formulation of DRL Algorithm

In this sub-section the user pairing NOMA framework is transformed to the DRL
environment [33]. The DRL scenario is demonstrated in Fig. 5 [5,32,33]. Agent, Envi-
ronment and state, action, reward and target, policy are the main components of the DRL
algorithm [33], expressed below:

(1) In a real-time propagation context, RL seeks to train an agent how to do a job. The
agent is a policy maker as well as a learner. The agent responds by sending actions to the
environment after receiving observations and a reward from the environment. The agent
incorporates both a policy and a learning algorithm. BS serves as an agent in DRL. (2)
In DRL algorithm the “agent” will interact with the environment (acts as “object”) after
each interaction and the change results are specified as “state”. In the meantime, given
the DRL scenario and proposed NOMA user pairing problem, the DRL environment can
only represent the user pairing matrix E;, where each element in G| is a 2 x 2 line matrix
1. and each element in G, is a column, and the agent can only take one “action” per
step when it interacts with the environment. Because the process of user pairing takes
place inside time slots, the NOMA system is also utilised to designate a time slot as a
training session. During each step of a training period, the agent chooses an action to
engage with the environment, and the status is therefore changed from current state s;
to the next state s;|. We regard every stage of each formation to be a limited Markov
decision-making process due to the limited number of users (MDP). (3) The agent must
choose an appropriate action based on unique strategies in the current state s; since the
various actions have different environmental implications. The action space of A; may
be described by the NOMA system as A, = {ul¥ "1, a2, ... ,uM}, with the action # rep-
resenting u/ (p € {N+1,N+2,....,N}) at step . . Since the user pairing matrix row
represents wireless users in G, we assume that the transmission partner is created when
user ¢ selects user , which is interpreted as up u! = 1, in every step ¢; otherwise, u! = 0.
(4) After completing a task, the agent is rewarded with an immediate positive or negative
reward. The agent’s goal is to find and detect a policy that will maximise the cumulative
discount reward, which is calculated by multiplying the current immediate reward by a
discount factor at each training session. In our NOMA system, the immediate reward may
be calculated as r; = rf(s;,a;), where s, represents the state and a, represents the action
taken in step ¢. The average sum rate of the ¢/ user is 7;, whereas the sum rate of users
who are moved on the same user pair is r;. If there are more than two users in a user pair,
the immediate reward is set to zero, and the current training period is ended. As a result,
the purpose of the DQN algorithm is to maximize the discount cumulative reward, which
may be thought of as the aggregate sum rate of all users. (5) The process is selected by
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the agent in the same way that the policy is selected by the agent. The DQN approach
uses the € — Greedy policy to select an action. That is, the action is randomly selected
with a probability of €, and the action produces the highest action state value Q(s;,a;)
with a probability of 1 — €. To prevent the selected algorithm from being tuned locally
to the optimal solution, the agent can use processes to investigate unknown actions and
conditions.

3.2 Optimal Power Allocation and User Pairing based on Q-Learning Algorithm

The average sum-rate of D/LL NOMA UEs is the “reward”, which represents the
reward at time ¢, expressed below [5,20,31-33],

N K 5 2
R" =YY log, (1 4 okl ons( T > 26)
n=1k=1

U 2
In,k + O

The sum-rate computed using 2, x(7) is represented as R In Q-learning, the Q-function
updates R% on a regular basis, whereas R*! calculates 2, (7). The user pairing index
and the power allocation factors are both determined simultaneously using Q-learning.
Furthermore, given system state s and action a, Q(s, 6"), denotes the BS’s Q-function
[20,31,33],

0(s',0") « (1-B)O(s",8") + Br(s',0") + (Sm;}xQ(s’“, 6"). (27)

Where 8 € (0, 1] denotes the importance of recent learning experiences. The discount
factor 6 € [0, 1] determines the importance of present and future benefits [30,31,33-35].

4. SIMULATION RESULTS

This section shows the simulation results for analysing the DL-based NOMA sys-
tem’s end-to-end performance. We also simulate the end-to-end system performance of
the other three approaches, namely the DQN algorithm, DRL algorithm, and conventional
NOMA scheme considering the optimal power allocation, to make a comparison.

4.1 Simulation Setting

It has been assumed that the BS is situated at the cell’s center, with the M UEs dis-
persed randomly about the cell at distances ranging from 50 to 250 metres. Key simula-
tion parameters are listed in Table 1. Open source tool developed from the Google library
TensorFlow Core v2.8.0 primarily for DL applications, which runs on Python 3.9.0, im-
plements the DQN algorithm. Table 2 shows a few of the parameters used in the DQN
algorithm.

4.2 Simulation Analysis by Considering Frequency Flat Fading Conditions
Without Node Mobility

In the analysis, the average sum rate is represented as the “average cumulative re-
ward,” and the BS acts as an “agent.” Fig. 6 demonstrates the learning graphs, which de-
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Fig. 6. Convergence variation during the training Fig. 7. Average Sum rate versus SNR in dB for
process. various user pairing schemes.

monstrate the average sum rate acquired by the BS in each training period with various
learning rates. In the simulation, we consider 30 UEs. When the learning rate is set to
0.1500, the average sum rate, i.e., camulative reward, converges to roughly 100 Mbps af-
ter 3900 epochs, resulting in the best end-to-end system performance. The DQN scheme,
on the other hand, converges faster when the learning rate is 0.2000, but does not attain
the maximum throughput (or average sum rate). This problem may be explained by the
fact that when the learning rate is high, the gradient update speed is too quick, causing
the optimal solution to slide. Meanwhile, the DQN algorithm fails to converge when the
learning rate is set to 0.010 or 0.005. This is since when the learning rate is low, gradient
updating is likewise sluggish. As a result, the training process will not be able to converge
in less than 4500 epochs.

Figs. 7 and 8 provide a comparison of several DL algorithms. The following simula-
tion settings are used: dy =15, d» =10,d3=8,ds=7,d5s =6, ds =5, d7 =4, dg =3;
path loss exponent = 4; and number of iterations = 10°. The N-F and N-N, F-F techniques
were expressed analytically in the preceding section. Figs. 7 and 8 provide a comparison
of these two user pairing procedures. Additionally, the single carrier NOMA (SC-NOMA)
approach has been studied, in which all users are multiplexed on the same carrier without
user pairing. We assume eight UEs in our simulation, and it has been discovered that using
N-F results in a higher sum rate. This supports our analytical outcomes that NOMA op-
erates better when the channel conditions between the two users differ [34] [34]. NOMA
still outperforms TDMA when NN, FF pairing is employed, but the difference is not sub-
stantial. When compared to TDMA, the performance of SC-NOMA is inferior. Because
jamming occurs when everyone is on the same carrier. This also verifies our suspicion
that increasing the number of users sharing the same carrier without a cost is impossible.

It is seen in Fig. 8 that the DQN scheme has overtaken the DRL, traditional TDMA
and SC-NOMA schemes. It is also easy to see that SC-NOMA performance is lower than
TDMA performance. Due to the interference experienced by all users on the same carrier,
it turns out that it is impossible to increase the number of users on the same subcarrier
without paying for it. In simulation the learning rate is fixed at 0.20. The DQN NOMA
algorithm outperforms the DRL NOMA scheme and can demonstrate that the achievable
data rate is much greater than the Nyquist Shannon rate. The DQN NOMA algorithm,
in contrast to the DRL NOMA method, uses the DL approach to estimate the Q value
of the action state. It is easy to see that the DQN NOMA algorithm can extract features
from input data symbols using DL symbol training. In addition, the large amount of
data symbols complicates the storage and retrieval of Q values in the Q-learning process.
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Table 1. Simulation parameters.

Table 2. The parameters of the DQN algo-

Parameter value .
— - rithm.
dpin (minimum distance)
Parameter value

between two users 15m
The net ransmission band- 20 Total number of fully connected (FC) 4
width T MHz hidden layers in DNN
Sub-carrier 2 Number of Neurons in 1st hidden layer 130

MHz Number of Neurons in 2nd hidden layer 135
Power transmitted from the 45 DlSCOLlI.lt factor 0.90
BS dBm Batch size 258
Power allocated to each 30 € from
subcarrier dBm 0.07
Path loss exponent 3 5002
AWGN noise spectral den- —170 -
sity P By, _The number of FC hidden fayers 2
Quality of Service thresh- 2,50 The number of neurons in the 1st hid- 128
old limit bps/Hz den layer
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Fig. 8. Performance comparison between DQN Fig. 9. Achievable sum rate for 45.5 and 43.5
NOMA, DRL NOMA and SC NOMA schemes. dBm.

Therefore, the DQN NOMA algorithm is superior to the DRL NOMA method in terms
of overall rate performance and SE. In addition, the DQN-NOMA method is superior to
both random user pairing and TDMA. This is because the best pairing for transmission on
the evaluated NOMA system is 8 UEs. The NOMA approach uses more spectra than the
TDMA method because only one UE is transmitted on a subchannel of the OMA system.
The NOMA approach can significantly improve data transfer rates by using resources in
both the frequency and power domains.

As shown in Fig. 9, if BS adopts different transmit power recommendations such as
45.5 dBm and 43.5 dBm, the overall data transmission rate of the proposed optimal power
allocation scheme is the overall fixed power allocation system and OFDMA scheme. It
will be larger than the target rate. This demonstrates the benefits of an optimal power
allocation scheme. It also shows that the data transmission rate increases as the BS trans-
mission power increases. This is because as BS transmit power increases, so does the
transmit power limit for each subchannel, resulting in more transmit power allocated to
each user. This will significantly improve the data rate for each user. Fig. 10 shows that
as the number of UEs increases, the data transfer rate increases. As the number of UEs
increases, net throughput increases significantly. As the number of UEs increases, the per-
formance difference of the NF method, which distributes the same power as the TDMA
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~e-CONVENTIONAL OFDMA SCHEME |~~DQN DIL NOMA, UEs mobility=120 miles/hour (Analytic)
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Fig. 10. Performance comparison between the Fig. 11. Impact of the node mobility on D/L
equal and optimal power allocation factors. NOMA system.

system, decreases. Due to the growing number of “states”, the performance gap between
10 UEs is about 6.49 percent. The proposed approach increases the overall rate by 14.30
percent and 49.70 percent, respectively, compared to OFDMA and random user selection
schemes. On the other hand, both the DQN algorithm and the phased DRL scheme work
the same.

4.3 Simulation Analysis by Considering Time Selective Fading Conditions With
Node Mobility

In this sub-section we consider the node mobility scenario, considering the channel
estimation error. Fig. 11 shows the SER performance of the D/L NOMA system consid-
ering the i.i.d. time varying fading channel conditions. Simulation curves show that with
increase in the node velocity the SER performance decreases significantly. This is since
with increase in the node mobility the channel will change very rapidly. Due to change
in channel coefficients instantly it is not possible to estimate the channel perfectly. Due
the imperfect CSI the SER performance decreases significantly, and the net throughput
decreases significantly.

S. CONCLUSION

In this work DQN scheme is compared with the conventional NOMA schemes. The
joint resource allocation and user pairing schemes are jointly investigated. If the BS fol-
lows different transmit power recommendations such as 45.5 dBm and 43.5 dBm, the
overall rate of the proposed optimal power allocation scheme would be higher than that of
fixed power allocation systems and OFDMA schemes, as shown in the simulation section.
The SER performance falls dramatically as the node velocity increases, according to sim-
ulation curves. This is because, when node mobility increases, the channel will change
extremely quickly. It is impossible to estimate the channel correctly due to instantaneous
changes in channel coefficients. The SER performance suffers as a result of the faulty
CSI, and the net throughput suffers as a result.
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