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A software project managers can execute well-prepared research tasks to utilize associ-
ated cost-effectively testing resources using software reliability growth models (SRGMs).
Over the last four decades, several SRGMs are introduced to estimate reliability growth
and applicable particular to software development research. So far, it seems that very few
numbers of SRGMs recognize potential adjustments in test-effort consumption. In certain
instances, testing-resource allocation practices may be modified with time. Thus, this study
integrates the essential principle of multiple change-points with the testing-effort function
in proposed models. Two benchmark datasets illustrate the efficiency and applicability of
the proposed models. Normalized criteria distance is used to evaluate the models ranking
based on four comparison criteria on two failure datasets. Experimental outcomes show that
the proposed models offer reasonably better fault predictability compare to other models.

Keywords: non-homogeneous poisson process (NHPP), reliability model, software reliabil-
ity growth models (SGRMs), perfect debugging, change-point, testing-effort

1. INTRODUCTION

Software development is a time-consuming and costly process due to the implemen-
tation complexity, deadline constraint and testing resources. Therefore, the key priority
of software industry’s is to reduce the development cost to an appropriate level and im-
proves the software systems efficiency. It should be remembered that software testing
costs are extremely high. Practically, it can surpass half the total software development
expense [1]. It is challenging to deliver a stable and functional software product on sched-
ule and within budget, because of its complexity. Therefore, project managers have to
address many management and technical problems during software development, such as
frequent failure rate, low-quality, cost overrun and delayed delivery. This work primarily
focuses on the development of software reliability growth models (SRGMs) to examine
the initial number of faults, fault detection rate, and software reliability.

In literature, stochastic-driven non-homogeneous Poisson process (NHPP) based
SRGMs are developed to evaluate software reliability growth. SRGMs fore-casted soft-
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ware reliability and addressed the variations that arise throughout the developing pro-
cess. During the software development activities, SRGM offers essential information for
decision-making, such as cost analysis. It indicates how many failures customers will ul-
timately experience and determine the growth of the testing process [2]. Future software
system failure behavior is predetermined by modelling and examining its prior failure pat-
tern. Ensuring the consistency of the systems, software execute their functions correctly
is more important. Two major factors affect reliability among various SRGMs: detection
rate of faults and the initial amount of faults. Software quality and reliability modelling
are important as the software is practiced in different applications.

In the literature, numerous software reliability estimation and prediction models are
proposed to assess and measure the reliability growth [3–6]. Several researchers presume
a constant fault detection rate to derive their SRGMs. They believe that all faults are
equally likely to be found during testing, and the detection rate continues constant across
the periods. They have a general assumption that the software detection rate is the same
throughout the testing phase. In fact, the fault detection rate (FDR) depends heavily on
programme size, test team skills, and testability. Hence, it can be changeable, and this
method will clearly boost software efficiency and testing. Some factors in the realistic
development phase are also considered to boost the efficiency of SRGMs, e.g., testing
coverage, fault reduction factor, time-delay correction, testing effort (TE), change-point
(CP), etc. [7–10].

Developers and project managers must adequately allocate limited resources, person-
nel, production, and TE during the development process [11]. Therefore, programmers
are struggled to build an error-free software system due to diverse interface and logic de-
sign errors. Some studies discussed the associations among reliability and TE expenditure
for growth analysis [12–14]. Kapur et al. [15] studied the TE-dependent learning process
and classified the faults into two types based on TE’s need to correct them. Practically,
TE may not be smooth and can be changed during the testing process. Further, few stud-
ies considered the CP concept in their SRGMs as the TE expenditure may not be constant
over time [16]. Lin and Huang [17] considered multiple CPs into the flexible Weibull-type
time-dependent TE, which seems to be more realistic. Lin and Huang [17], suggested that
the multiple CPs should be incorporated due to the changing TEs in reality.

The motivation and key emphasis of the above studies is to introduce a software
reliability modelling approach that incorporates TE with CP factor. The rest of the paper
is organized as follows. Section 2 presents the background and a brief discussion on
the related work. Section 3 provides the formulation of the proposed models. Section 4
presents experimental results along with the description of datasets, parameter estimation,
and evaluation criteria. Finally, Section 5 concludes the paper with future work.

Acronyms and notations used in this paper are listed in Table 1 .

2. BACKGROUND AND RELATED WORK

The NHPP provides the mathematical formulation for describing the software failure
phenomenon to model SRGMs. The primary challenge in the NHPP based SRGMs is to
determine an appropriate mean value function (MVF). The pioneer NHPP based Goel and
Okumoto (G-O) model [18] to determine the MVF is given in the following section.
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Table 1. Acronyms and notations along with descriptions.
Acronyms Descriptions Notations Descriptions
SRGM software reliability growth model χ(t) total number of initial faults present
NHPP non-homogeneous Poissin process ψ(t) fault detection rate per unit time
MVF mean value function s(t) expected number of faults detected by t
TE testing-effort G(t), g(t) cumulative and current TE, respectively
CP change-point T change-point
NCD normalized distance criteria ρ TE scaling factor
FDR fault detection rate R(t) reliability by time t

2.1 Basic Terminology

The representation for the observed amount of faults is N (t), whose MVF is s(t),
and formulation of NHPP-based SRGM is as follows:
{N (t),(t ≥ 0)} expresses the total number of faults observed up to execution time t.
During the software testing, defect/failure follows the NHPP.

Pr{N (t) = ω}= (s(t))ω e−s(t)

ω!
, ω = 1,2,3, . . . (1)

where, s(t) is a expected number of detected faults by time t, ω is failures occurring by
time t. The intensity function (ϑ(t)) and MVF (s(t)) is represented as:

ϑ(t) =
ds(t)

dt
or s(t) = E[N (t)] =

∫ t

0
ϑ(x)dx. (2)

In terms of initial faults, MVF (s(t)) of NHPP based SRGM is given as follows:

ds(t)
dt

= ψ × [χ − s(t)] . (3)

Here, ψ and χ are FDR and total faults present in software, respectively. This most
popular NHPP based SRGM is widely known as G-O model.

Testing effort (TE): It is defined as efforts needed to correct the faults during the testing
time, which play a crucial role in reliability estimation. The TE is taken into consideration
as an essential resource expenditure, covered human resources, number of test cases, CPU
time, etc. Due to the allocation policy effect, it may not be acceptable to ignore TE’s
consumption rate variance. Pachauri et al. [19] considered potential changes in the TE
consumption rate and modeled them by generalized Weibull distribution. The relation
between cumulative and current TE is represented as:

G(t) =
t∫

0

g(t)dt or
dG(t)

dt
= g(t). (4)

Here, cumulative TE (G(t)) and current TE (g(t)) expenditure.

Change Point (CP): It is an influential factor that helps to examine the changing scenarios
during the testing phase [20]. It happens due to changes in the testing strategy, testing
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Table 2. A summary of existing SRGMs, model types, and MVF.
SRGMs Model type MVF (s(t)) Description
G-O model [18] Concave (C) χ(1− e−ψt) Exponential model with constant FDR
DSS model [29] S-shaped (S) χ(1− (1+ψt)e−ψt) GO model changed time dependent FDR

ISS model [30] S-shaped (S)
χ
(
1− e−ψt)

1+ξ e−ψt For ξ = 0 its become GO model

Y-IFD model [31] Concave ( C) χ

([
1− e−ψt][1− ζ

ψ

]
+ζ t

)
Assume ζ as a fault introduction rate (FIR)

Pham-Zhang model [1] Concave ( C) χ
[
1− e−ψt][1+(ψ +ζ )t +ψζ t2] Incorporate ζ (FIR) and combine with FDR

PNZ model [32] Concave ( C)
χ

([
1− e−ψt][1− ζ

ψ

]
+ζ t

)
1+ξ e−ψt Consider linear function of ζ (FIR) with ISS FDR

C-TC model [33] S-shaped (S) χ

[
1−

(
ξ

ξ +(ψt)ζ

)α]
Model with testing coverage function

environment, fault density, testing effort, and so on. Therefore, FDR may not be smooth
and may change at some point called CP and represented by T [16]. Zhao [21] claims
that if the organization’s testing methods and resource allocations change, a CP tends to
occur before the programme is released for field activity.

2.2 Related Work

Chiu et al. [22] have suggested TE-dependent improvement and learning TE func-
tion over time. Chang [23] introduced NHPP based SRGMs with CPs, which shows
good performance in reliability growth modelling. In 2016, Chatterjee and Shukla [24]
suggested an SRGM considering imperfect debugging, fault dependency, and CP. They
also analyzed the CPs effect on various parameters, such as rate of fault introduction and
fault removal rate. Ahmad et al. [25] introduced the model that considers exponentiated
Weibull TE to develop a NHPP based ISS-SRGM with an imperfect debugging environ-
ment. Shyur [26] also found SRGMs with both issues, i.e., CP and imperfect debugging.
In 2019, Chatterjee and Shukla [27] suggested a method to model SRGM with imperfect
debugging, test coverage, and CP. Lin and Huang [17] demonstrated how to integrate mul-
tiple CP assumptions into the Weibull TE function and formulate NHPP based SRGM. In
2011 Huang et al. proposed generalized multiple CP for reliability estimation [28]. The
above-discussed models consider either TE or CP or both as attributes to overcome the ex-
isting problems. However, some models either considered the changes in TE with scaling
factor, or they do not believe in the CP attribute.

Change-point (CP) is a useful attribute to study the changing scenarios during the
testing phase. It happens due to change in testing strategy, environment, and effort,
changes in detection rate is possible. CPs can affect the execution of TE and reliabil-
ity evaluations throughout the testing phase. Therefore, this study integrates both TE
function and CP factor to model a robust SRGMs. In the proposed model, we consider
the changes in TE function by incorporating scaling factor in it. TE function is mod-
eled through a testing time-dependent power function. We also consider the changes in
FDR. This hypothesis makes the SRGM more flexible, and it can capture the variation of
reliability growth curves. By doing so, the detection rate becomes more realistic.

In Table 2, existing SRGMs, model types, their MVFs and descriptions are given.
SRGMs mentioned in Table 2 are used for the comparison with proposed SRGMs.
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3. SOFTWARE RELIABILITY GROWTH MODELING

This section shows how to incorporate the TE function and CP into the SRGM. The
time-dependent current TE (g(t)) and cumulative TE (G(t)) expenditure by time (0, t] can
be formulated as a power function of the testing time t. Customarily, it grows very fast
from the beginning of the testing. As more test cases are performed to investigate the
software, the TE growing rate becomes flat and less because less TE is needed to correct
the residual faults after some certain time point.

g(t) =Wρ × tρ−1 or G(t) =W.tρ
ρ ≥ 0 (5)

In the proposed model, the CP factor is incorporated. Therefore, we apply TE scaling
factor by the parameter p, which represents the TE fraction and defined as:

• For single CP

GT (t) =
{

p×G(t) 0 ≤ t ≤ T
(1− p)×G(t) t > T

(6)

• For multiple CP

GT (t) =


p1 ×G(t) 0 ≤ t ≤ T1
p2 ×G(t) T1 < t ≤ T2
. . . . . .
pn ×G(t) t > Tn−1

(7)

where, ∑
n
i=1 pi = 1 for n = 1, 2, 3, . . . , and T1, T2, . . . Tn represent CPs.

For software reliability modelling, the following assumptions are made [13, 18, 34]:

1. The fault identification or the counting process follows the NHPP.

2. Due to the existing faults, the software systems are subject to failure at random.

3. All the faults in a program are different in nature and can be assumed as statistically
independent.

4. The mean number of detected faults in the time interval (t, t+∆t] by the current TE
expenditures is proportional to the expected number of faults present in the system.

5. The time-dependent behavior of TE can be modeled by the power function of test-
ing time t with CP(s).

3.1 SRGM Without CP (Proposed Model-1)

According to the assumption of TE, the MVF is obtained by solving the following
differential equation:

ds(t)
dt

× 1
g(t)

= ψ(t)× [χ(t)− s(t)] , (8)
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s(t) = χ ×

1− e
−ψ×

t∫
0

g(z)dz

= χ ×
[
1− e−ψ×(G(t)−G(0))

]
, (9)

s(t) = χ ×
[
1− e−ψ×G∗(t)

]
= χ ×

[
1− e−ψ×p×Wtρ

]
. (10)

Where, ψ(t) and χ(t) are detection rate and total faults present in the software, respec-
tively.

3.2 SRGM With Single CP (Proposed Model-2)

In this model, we incorporate a single CP. The FDR and TE changes over time due
to change in the environmental factors and resource allocation. Hence, the fault detection
rate is defined as follows:

ψ(t) =
{

ψ1 0 ≤ t ≤ T
ψ2 t ≥ T

(11)

The detection rate before and after CP is ψ1 and ψ2, respectively. Now incorporating the
effect of CP on TE by Eq. (6) and the single CP model is expressed as follows:

s(t) =

 χ ×
[
1− e−ψ×p×Wtρ

]
0 ≤ t ≤ T

χ ×
[
1− e−(ψ1×p×W (T ρ+ψ2×(1−p)×(tρ−T ρ ))

]
t > T

(12)

Both the models are proposed to address the problem of failure behavior. In the first
model, we incorporate the testing effort factor to forecast the number of failures observed
by time t. The second model incorporates an important factor change point that is useful
to study the changing scenarios during the testing phase. Similarly, generalized n-CP can
also be incorporated in the proposed model. The MVF is expressed as follows:

s(t) =


χ ×

[
1− e−ψ×p1×Wtρ

]
0 ≤ t ≤ T1

χ ×
[
1− e−(ψ1×p1×WT

ρ

1 +ψ2×p2×W (tρ−T
ρ

2 ))
]

T1 < t ≤ T2

. . . . . .

χ ×
[
1− e−(∑

n
i=1 ψi×pi×W (T

ρ
n −T

ρ

n−1))
]

t > Tn−1

(13)

In the next section, we estimate the parameters and examine the experimental results.

4. EXPERIMENTS

This section elaborates on the datasets descriptions, evaluation criteria, ranking
method and experimental results to evaluate the effectiveness of proposed models over
the existing competing models.

.

.

.
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Table 3. Model evaluation criteria.
S.No. Criteria Formula Measure

1 MSE

k
∑

r=1
(s(tr)− γr)

2

k−θ
Measure distance between observed and model value

2 PRR
k
∑

r=1

(
(s(tr)− γr)

s(tr)

)2
Distance between observed and model value against model value

3 PP
k
∑

r=1

(
(s(tr)− γr)

γr

)2
Distance between observed and model value against observed value

4 Variance

√
1

k−1

k
∑

r=1
(γr − s(tr)−Bias)2 Bias =

k
∑

r=1
(s(tr)− γr)

2

k
. (model indicates fit for small variance)

4.1 Datasets

We test the existing and proposed NHPP based SRGMs on two real life benchmark
datasets. We have taken DS-1 and DS-2 due to its variability. Besides, other datasets had
some uniform type behavior. By taking a diverse datasets, we show how good the models
will behave.

DS-1: This dataset is originally taken from a report of the real-time control system [35].
The monitoring programme has about 200 modules and each module with an average of
1000 high-level language lines. This data reveals the cumulative failure observed during
the 111-day test cycle is 481. For this data, CP (T ) is 35.

DS-2: This dataset is obtained and organized on Firefox from Bugzilla [2]. For this data,
CP (T ) is 50, where 56 software failures between test start and CP while 54 software
failures between CP and the end of the test. This data reveals the cumulative failure
observed during the 81-day test cycle is 116.

4.2 Evaluation Criteria and Model Ranking

The four most prominent evaluating criteria, e.g., mean square error (MSE), pre-
dictive-ratio risk (PRR), predictive power (PP) and variance, are used to judge the efficacy
of the proposed models. The expression of these evaluating criteria with descriptions are
given in Table 3.

Additionally, we use the normalized criteria distance (NCD) [36] measure used for
ranking and selecting the best model from the competing models based on the aforemen-
tioned evaluating criteria. The expression of NCD is given as follows:

NCD j =

√√√√√√√ d

∑
m=1

 C jm
s
∑

n=1
Cnm


2

Wm m = 1,2, . . . ,d n = 1,2, . . . ,s. (14)

Here, s and d are the number of models and number of evaluation criteria, respectively.
Wm represents weight and Cnm denotes jth model criterion value. Here the model with a
smaller NCD value is ranked as more reliable or best-suited model for failure prediction.

When the value of relative errors (REs) for the software reliability model is close to
zero, we can say that it supports its ability to provide a more precise forecast. Predictive



350 VISHAL PRADHAN, JOYDIP DHAR, AJAY KUMAR

Table 4. Estimated value of parameters and SSE for DS-1 and DS-2.
DS Model χ ψ/ψ1 ρ/ξ ψ2/ζ p/α W SSE

DS-1

G-O 497.29 0.031 - - - - 109662.72
DSS 488.40 0.066 - - - - 37517.800
ISS 482.02 0.070 4.146 - - - 32531.760
Yamada-IFD 591.80 0.024 0.002 - - - 648074 .52
Pham-Zhang-IFD 482.00 0.081 0.007 - - - 48616.200
PNZ model 470.76 0.075 0.0002 4.693 - - 34282.800
C-TC model 483.70 0.02975 116.30 1.476 12.35 - 32679.735
Proposed Model-1 483.9654 0.005381 1.501601 - 1.00 2.301 32255.172
Proposed Model-2 476.4088 0.062038 1.209668 0.041497 0.213 2.710 17624.398

DS-2

G-O 170.08 0.012 - - - - 7733.310
DSS 280.34 0.063 - - - - 14640.28
ISS 195.01 0.015 0.804 - - - 7902.180
Yamada-IFD 129.56 0.0144 0.0053 - - - 7137.000
Pham-Zhang-IFD 120.00 0.045 1×10−6 - - - 14635.14
PNZ model 120.06 0.021 0.005 0.423 - - 7722.330
C-TC model 146.00 0.7746 4.423 0.7046 0.2717 - 13117.87
Proposed Model-1 198.001 0.015164 0.890799 - 1.00 1.045 7075.068
Proposed Model-2 150.003 0.284592 0.455754 0.996641 0.306 1.702 323.4462

validity, which can be expressed by computing the RE for a dataset. RE is the ability of
the model to predict the present and future failure behavior from the past failure data. The
RE used to compare the different models is defined as follows:

Relative Error (RE) =
[s(tr)− sr]

sr
. (15)

4.3 Parameter Estimation

After the mathematical formulation of s(t), its parameters are usually estimated ei-
ther with the least square estimation (LSE) or maximum likelihood estimation (MLE).
Here, in this work, we employ LSE for parameter estimation and compute the sum of
square error (SSE) for analyzing SRGM forecast results. The SSE and estimated param-
eter values of considered models for DS-1 and DS-2 are shown in Table 4. Table 4 also
gives a close look for a few other pre-existing SRGMs estimated value of parameters.
Here, it is observed that the SSE values for the proposed models are far better than the
competing models for both datasets.

Moreover, from the parameter estimates given by the proposed model, some addi-
tional details can be obtained. The initial fault content for DS-1 is estimated 483.9654
and 476.4088 by proposed models 1 and 2, respectively. Also, the initial fault content for
DS-2 is estimated as 198.001 and 150.003 by proposed models 1 and 2, respectively.

4.4 Comparison of MSE, PRR, PP and Variance for SRGMs

This study analyses and compares the goodness-of-fit (GOF) and predictive capacity
of the proposed SRGM with existing SRGMs. Therefore, we test TE and CP based pro-
posed SRGMs efficiency using two real datasets. Since the proposed SRGM is new for
predicting/estimating software reliability, we will evaluate its accuracy with a few well-
known SRGMs. However, several GOF criteria have been implemented for demonstrating
the model’s efficiency and use the NCD method to rank and select the best SRGM. Table
5 shows the comparison of SRGMs by evaluation criteria on real software failure datasets.
Both datasets are used to align models and estimate parameters of SRGMs for the suitable
power comparison. The results of the estimated MSE, PRR, PP, and variance for DS-1
and DS-2 of all models are summarized in Table 5.
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Table 5. Model comparison and model ranking for DS-1 and DS-2.
DS Model MSE PRR PP Variance NCD Value Rank

DS-1

G-O 1006.08 5.11 33.00 31.62 0.204879 7
DSS 344.20 16.33 2.17 18.18 0.060692 6
ISS 301.22 1.67 2.49 17.23 0.006791 5
Yamada-IFD 6000.69 6.46 31.44 132.91 0.865036 9
Pham-Zhang-IFD 450.15 36.38 4.33 22.40 0.279908 8
PNZ model 320.40 1.57 2.07 17.82 0.006524 3
C-TC model 308.299 1.612 2.152 17.56 0.006616 4
Proposed Model-1 298.659 1.503 1.995 17.128 0.006260 2
Proposed Model-2 164.714 4.324 1.845 12.716 0.003468 1

DS-2

G-O 97.89 34.72 5.38 10.63 0.03892 3
DSS 185.32 6571.6 11.92 15.75 0.360314 8
ISS 101.31 64.34 6.76 12.18 0.050665 7
Yamada-IFD 91.50 44.66 5.88 10.21 0.0389526 5
Pham-Zhang-IFD 187.63 6948.1 12.05 15.73 0.389526 9
PNZ model 100.29 50.34 6.27 10.05 0.041510 6
C-TC model 172.60 46.73 8.246 11.62 0.0389314 4
Proposed Model-1 90.706 4.1126 5.041 8.146 0.029313 2
Proposed Model-2 4.2006 0.4711 0.296 1.715 0.000467 1

For DS-1, the proposed model-1 (P-1) has the lowest PRR while the second-lowest
MSE, PP and variance value. It is worth noting that the PRR criteria uses the risk of
underestimation by assigning a larger penalty to a SRGM that has underestimated the cu-
mulative number of failures. The NCD value is 0.006260, which represents the model
ranking as the second. The proposed model-2 (P-2) has the lowest MSE, PP and variance
value, while the lowest PRR ranking is fifth. The NCD value is 0.0003468, which rep-
resents the model ranking as the first. PRR provides a huge penalty to the SRGM that
has slighted the cumulative number of failures. Despite the P-2 does not deliver the best
PRR value; however, its notable improvements on MSE, PP, and variation value, we still
conclude that the P-2 gives a better prediction concerning the competing SRGMs.

For DS-2, the proposed model-1 has the second-lowest MSE, PRR, PP and variance
values. Moreover, it has NCD value as 0.029313, which represents its ranking as a sec-
ond. Similarly, the proposed model-2 has the lowest MSE, PRR, PP and variance values.
Moreover, it has NCD value as 0.000467, which indicates its first rank in all the com-
peting models. The MVF of the proposed and existing models with the observed data
are plotted in Figs. 1 (a) and 2 (a). From these figures, it is observed that our proposed
models fitting is outperform several competing models. The REs of the SRGMs in terms
of the test week shows the comparison with other models for DS-1 and DS-2 is shown in
Figs. 1 (b) and 2 (b), respectively. From these figures, we see that P-1 and P-2 reach zero
after a certain time.

5. CONCLUDING REMARKS

The integration of TE and CP factors during the formulation of SRGMs is more re-
alistic and suitable to describe fault detection. TE consumption can alter overtime during
the development process, which is often impacted by certain test constraints. This pa-
per presents a new SRGM based on TE and CP. Two datasets are used to compare the
proposed models with several current NHPP models in terms of four evaluation criteria,
i.e., MSE, PRR, PP, and variance. Numerical outcomes indicate that better fit and predic-
tive ability can be given by the proposed models. Here, we say better fit based on MSE
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Fig. 1. (a) Cumulative number of faults vs. time and (b) Relative error curve for DS-1.
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Fig. 2. (a) Cumulative number of faults vs. time and (b) Relative error curve for DS-2.

and variation values, while we say predictive ability based on PRR and PP values. An
improved NCD approach is adopted to rank and choose the fittest model based on all con-
sidered evaluation criteria together. We have tested these models for a few datasets where
jump variation of fault detection exists. It may be possible that the proposed models are
not outperformed for smooth datasets. More datasets can provide more detailed valida-
tion for model outcomes in order to be well documented. The findings showed that the
proposed SRGMs would not only getting better-estimated parameters, they also get sig-
nificantly improved prediction efficiency. All outcomes show that the proposed model can
offer dramatically enhanced fit and predictive efficiency. In the future, this work extends
with categorical faults based on their severity.
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