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In industrial fields, wireless sensor networks have been massively deployed for the pur-
pose of data collection. For the various application scenarios of smart manufacturing in
Industry 4.0, versatile production tasks demand dynamic features both in production lines
and manufacturing processes. Therefore, the design and performance of the corresponding
data collection mechanisms are facing unprecedented challenges. In this work, we propose
a unified data description and management framework. This framework possesses high
flexibility that it is able to identify an unknown data type and accord an adequate descrip-
tion. Besides, the scalability of this framework enables the provision of handy interfaces
for the exploitation of stored data. Then, we develop two network connectivity models in
one dimension and two dimensions. These two models greatly facilitate the measurement
of the level of connectivity for a wireless sensor network. At last, we elaborate a two-hop
multi-sink routing scheme to alleviate the flooding problem. This scheme contains a novel r-
Kruskal algorithm for the sink nodes and an efficient two-hop routing method for the whole
network. The flooding effect can be neatly controlled with the two-hop scheme. Extensive
experiments are conducted to evaluate our proposal. Simulation results show that our model
has excellent adaptability to the scale of the network and possesses satisfactory performance
in terms of both message overhead and data availability.

Keywords: data collection, wireless sensor networks, network connectivity, routing, data
availability, message overhead

1. INTRODUCTION

Recent years, the Cyber-Physical Systems (CPS) have possessed large scale deploy-
ment in industrial manufacturing [1]. The CPS is defined as a collection of innovative
technologies for regulating interconnected systems between their physical assets and com-
puting power [2]. Generally speaking, the information comes from physical workshops
and cyberspace is closely monitored and coordinated. By employing cutting-edge infor-
mation analysis methods, the interconnected machines are able to operate collaboratively
and efficiently. The above pattern has greatly facilitated the fourth revolution of indus-
trial manufacturing (aka. Industry 4.0) [3]. With the rapid development of sensors, data

Received August 28, 2019; revised September 25, 2019; accepted November 7, 2019.
Communicated by Xiaohong Jiang.
+ The corresponding author.
∗ This work is supported in part by the Science and Technology Project of Shaanxi Province, China (Grant No.
2019ZDLGY07-08), the International Science and Technology Cooperation Program of the Science and Tech-
nology Department of Shaanxi Province, China (Grant No. 2018KW-049), and the Special Scientific Research
Program of Education Department of Shaanxi Province, China (Grant No. 17JK0711).

795



796 CONG GAO, ZHONGMIN WANG, YANPING CHEN, ZHENZHOU TIAN

acquisition devices, and computer networks, more and more enterprises rush to deploy
sensors and interconnected machines for the purpose of improving competitiveness [4].
As a result, the factories armed to the teeth persistently produce massive data, namely
big data [5]. Under the above circumstances, a further development of the CPS enables
an efficient management of big data [6]. By taking advantage of the interconnectivity of
machines, an intelligent, reconfigurable, and self-adaptive manufacturing system is feasi-
ble [7]. With the integration of the CPS and the production, logistics, and services within
current industrial processes, the present traditional factories can be transformed to a new
type of factory, which is known as smart factory [8, 9]. In 2014, a cooperative research
by Fraunhofer [10] and Bitkom [11] claimed that German gross value can be boosted by
a cumulative 267 billion euros by 2025 after introducing Industry 4.0 [12].

1.1 Four Design Principles

To bring about Industry 4.0, four principles are identified as guidelines [13].

1) Interconnection. As machines, devices, sensors, and people are closely interacted
with each other over the Internet of Things (IoT) [14], a ubiquitous access demand is
mandatory. Since traditional links based on a wired communication are unable to accord
an omnipresent access support, wireless communication technologies are preferred. Thus,
a flexible and efficient wireless communication mechanism which facilitate the connec-
tions in the Internet of Things is of great importance and acts as the basis of Industry
4.0.

2) Information Transparency. The fusion of physical world and virtual world en-
ables a new form of information transparency [15]. Based on the networked machines
and various sensor data, a virtual copy of the physical factory is established. This virtual
copy consists of cyber components which correspond to the real world. An excellent im-
plementation of the above information transparency enables a comprehensive view of the
operation of the real world. The information transparency hides the complex composition
of the real world and the corresponding multi-source heterogeneous data generated in the
real world.

3) Decentralized Decisions. Equipments of the CPS share data with a digitalized
network, and they are monitored and controlled autonomously and simultaneously by
a certain management scheme. The global coordination conducted by the management
scheme is crucial to the operation of the whole manufacturing environment. In most
instances, decisions are made locally. This local processing manner reduces the burden
of transmission and takes full advantage of the edge computing resources. While in case
of exceptions, interferences, and conflicts, the issue of decision-making is committed to a
higher level [16].

4) Technical Assistance. In a traditional factory, humans mainly focus on the op-
eration of machines. For most tasks, the operation of machines are just routines. The
involvement of humans are simple and straightforward. However, large amount of repet-
itive work requires a lot of workers. While in smart factories, humans are shifted to
macroscopic planning and problem solving. As the role of humans is centered on tech-
nical and strategic issues, the number of works could be significantly reduced. This role
transition also demands higher specialty literacy for a worker in a smart factory than that
of a traditional factory. For instance, with the development of robotics, humans should be
trained adequately for the human-machine collaboration [17].
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1.2 Three Kinds of Integration

Besides the above four design principles, there are three critical aspects should be
considered for realizing Industry 4.0 [18]: 1) horizontal integration through value net-
works, 2) vertical integration and interconnected manufacturing systems, and 3) end-
to-end digital integration of engineering across the entire value chain. The above three
integrations in Industry 4.0 are depicted in Fig. 1.

Fig. 1. Three kinds of integration.

The horizontal integration through value networks promotes the collaboration among
different corporations. In practice, an individual corporation competes and cooperates
with many other corporations. The horizontal integration enables the formation of an
efficient ecosystem among related corporations. With the fluent exchange of information,
capital and material among these corporations, fresh value networks, and new business
models will spring up.

The vertical integration is conducted within an individual factory. It aims to con-
struct a flexible and reconfigurable manufacturing system which consists of hierarchical
subsystems. A conventional factory possesses several cyber-physical subsystems, such as
cooperative planning system, driving system, signal sensing system, control system, pro-
duction management system, and mechanic manufacturing system. To achieve high flex-
ibility and reconfigurability, a vertical integration of hierarchical subsystems is needed.
The top of the integration lies the enterprise resource planning (ERP) system. By the
above integration, the machines within a factory form a self-organized system. The sys-
tem is able to reconfigure itself for the purpose of adapting various production tasks. By
collecting and analyzing the massive data contained in the production lines and manufac-
turing processes, the production flow of a product is clearly presented.

End-to-end digital integration of engineering across the entire value chain affords
support for product customization. The product-centric value creation process involves a
series of activities, such as customer requirement profiling, product design and develop-
ment, services, maintenance, recycling and reusing.

As discussed above, the vertical integration of a manufacturing system networks is
the context of a smart factory. It concentrates on the construction of a flexible and recon-
figurable manufacturing system which consists of hierarchical subsystems. Smart factory
is the primary application entity which holds up Industry 4.0 [19]. Its modern production
lines and manufacturing processes contained various data, such as temperature, pressure,
displacement, thermal energy, vibration and noise. Multiple forms of analysis can be con-
ducted based on these data, such as equipment diagnostics, power consumption, quality
assurance and automated logistics. A brief comparison between today’s factory and an
Industry 4.0 factory is presented in [20]: both factories are introduced/described/analyzed
in three aspects: component, machine, and production system. The data source is listed
as sensor, controller, and networked system. The attributes and technologies of the above
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three data sources are refinedly summarized. In short, the notable features of an Indus-
try 4.0 factory are identified as: self-aware, self-predict, self-aware, self-predict, self-
compare, self-configure, self-maintain, and self-organize.

During the manufacturing process of a final product, a series of complex operations
are imposed upon raw material and semi-finished products. This process involves a va-
riety of cyber-physical subsystems which are located on different layers, such as driving
and sensing layer, control layer, manufacturing and executing layer, coordinative plan-
ning layer and production management layer. At present, information cannot circulate
smoothly among the above subsystems, which compromises the continuity and consis-
tency of a manufacturing process. Thus, a key issue in implementing industry 4.0 is the
vertical integration of hierarchical subsystems. This integration transforms traditional
factories to a smart factory which is highly flexible and reconfigurable.

The key tasks of the vertical integration of hierarchical subsystems are data collec-
tion and transmission. In traditional methods, researchers employed the cloud computing
technologies. Cloud computing provides shared computing resources in the light of user
demands. Data are aggregated and provided based on demands. For the wireless sen-
sor networks, the concept sensor cloud [21] sprang up with the combination of wireless
sensor network and cloud computing. As the name suggests, sensor cloud refers to an
infrastructure within which physical sensors are connected to cloud for management. It
provides users with cloud service instances in an automated way. The cloud service in-
stance is called virtual sensor. A virtual sensor is an emulation of a physical sensor
and its data are obtained from underlying physical sensors [22]. The term virtual means
transparency to users. Namely, there is no difference between a cloud service instance
and other physical resources in the system in terms of user experience. Before the con-
cept of sensor cloud appears, the real-time communication of cloud computing has been
discussed [23,24]. And extensive studies on the integration of sensors with a cloud frame-
work. In [25], a detailed review of sensor cloud was given, including concepts, inherent
natures, and application advantages. In addition, a comparison among the message types
involved in different models was also conducted. An optimal gateway selection model
is proposed for the purpose of maximizing bandwidth for data transmission. In [26], the
challenges in front of the integration of wireless sensor network and cloud were high-
lighted, then a dedicated sensor cloud framework for Software-as-a-Service applications
was proposed. A similar work was provided in [27], the challenges for comprehension
of sensor cloud diversification, implementation of scalable functions, privacy protection
were discussed. In [28], a simple virtual wireless sensor network infrastructure was pro-
posed. The scheme is independent of the underlying protocols, and is able to combine
with popular routing protocols and data aggregation protocols. In [29], a topology vir-
tualization model was implemented by node self-organization for underwater sensor net-
work. In [30], the authors proposed a cost-efficient virtual sensor management scheme
for a large scale deployment of wireless sensor nodes. This scheme is aimed to efficiently
map concurrent data sensing requests to the sensor cloud.

Most existing works have the following drawbacks: there is a lack of a unified data
management framework for the multi-source heterogeneous data. A unified data manage-
ment framework is crucial to the collection and storage of data. Besides, the connectivity
of a wireless sensor network is not taken into account. The mobility and limited radio
range of a wireless sensor node could significantly affect the usability of a a wireless sen-
sor network. In addition, detailed routing protocols for the wireless sensor networks are
not mentioned. Thus, the implementation of an actual system is infeasible.

Our contributions are summarized below.
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• A unified data description and management framework. This framework is able to
deal with existing data types and unknown data types. The flexible data descrip-
tion method of the framework accords high scalability and facilities the subsequent
exploitation of stored data.

• Connectivity model of a wireless sensor network. We discussed the application sce-
nario of a wireless sensor network which consists of mobile sensor nodes and sink
nodes. Then, we developed the models of one-dimensional network connectivity
and a two-dimensional network connectivity.

• A two-hop multi-sink routing scheme. In this scheme, we proposed an r-Kruskal
algorithm to facilitate the communication activities in the network of sink nodes.
Then, we designed a two-hop routing scheme for the whole network which includes
both the mobile sensor nodes and the sink nodes.

The rest of this paper is organized as follows. Section 2 reviews the level of mea-
surement and develops a unified data description and management framework. Section 3
describes the application scenario and proposes the one-dimensional network connectivity
model. Section 4 introduces the two-hop model and formulates the level of connectivity.
In addition, we develops the r-Kruskal algorithm and elaborates the two-hop multi-sink
routing scheme for the whole network. In Section 5, we present well-designed experi-
ments and make a detailed analysis of the experimental results. Section 6 contains the
conclusions and directions for future work.

2. A UNIFIED DATA DESCRIPTION AND
MANAGEMENT FRAMEWORK

For the diversity and complexity of data from different sources and different phases
of the manufacturing processes, we propose a unified data description and management
framework to facilitate the intelligent fusion for multi-source heterogeneous data from
various devices of different domains.

2.1 Level of Measurement

During the cognition of information, plenty of work has been done to bring out a
taxonomy of levels of measurement. The most influential definition is given by Stevens,
which classified the level of measurement as: nominal, ordinal, interval and ratio [31-33].
The nominal type is able to handle a qualitative measurement, while the rest three are able
to deal with a quantitative measurement.

• Nominal measurement focuses on classification and membership. It does not reflect
an order of values.

• Ordinal measurement centers around comparison and level. It is able to accord an
order of values. However, the differences between consecutive values are impre-
cise.

• Interval measurement concentrates on difference and affinity. It provides precise
differences between the measured objects, which is conventionally described as
distance. However, the meaning of zero is arbitrary (e.g. GPS coordinates).

• Ratio measurement is targeted at magnitude and amount, a ratio scale possesses a
meaningful zero value (e.g. the absolute zero of the Kelvin temperature scale).
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2.2 Data Description and Management

The unified data description and management contains a scalable data description
model. The model is able to accommodate the data in existing data types. Moreover, by
analyzing an unknown data type, new data formats could be readily created by our unified
data description model. Thus, it is capable to deal with the data in unknown data types.
Besides, this model is flexible to afford efficient interfaces for data query, data analysis,
and data mining.
Definition 1: The measurement is denoted by mi, such that mi ∈M = {m1,m2,m3,m4}.
Specifically, the measurements nominal, ordinal, interval, and ratio are denoted by m1,
m2, m3, and m4, respectively.

In a smart factory, considerable underlying information is contained during a
manufacturing process. We decompose the physical world into a number of entities
which act as data sources. These data sources are classified based on their own phy-
sical phenomena, such as temperature, vibration, sound, pressure, motion, light, hu-
midity, gravity, magnetic fields, and electrical fields. Each data source is equipped
with a corresponding type of industrial sensor. Then, large amount of diversified time
series data are generated by these industrial sensors during the operation of the equipment.

Definition 2: The type of physical sensor is denoted by ti, such that all possible physical
sensor types in a smart factory are denoted by set T = {t1, t2, · · · , tα}.

Definition 3: The physical phenomenon is denoted by pi, such that all interested physical
phenomena in a smart factory are denoted by set P =

{
p1, p2, · · · , pβ

}
.

There are two mapping among the above sets M, T , and P. For nonempty sets P and
M, we denote the mapping from P to M by fpm : P→ M. Likewise, for nonempty sets
M and T , the mapping from M to T is denoted by fpm : M→ T . Specifically, for each
element in set P, there always exists a unique corresponding element in set M. The same
applies to set M and set T .

So far we have involved nothing about the type of data, which is a traditional
attribute. In practice, data are often referred to as text, photo, audio, video, and so on.
Furthermore, for different application-specific areas, the types of data could be multi-
tudinous. To support higher level components of an application system, it is essential
for a data description and management framework to enable the indication of the above
information. Thus, we propose a human-oriented profiling mechanism to describe the
type of data. In particular, there is a list of properties which is used for profiling a type.
Each property has a number of values. We denote the list of properties and values by
and all components of a smart factory are aware of this list. For instance, a property
called device indicates the name of the device, and a property called temperature may
have the values cold start temperature, operating temperature, alarm temperature, and
so on. Based on investigations of the application area, a list of properties and the
corresponding values could be obtained readily. The properties are denoted by set
property =

{
pr1, pr2, · · · , prnp

}
. The corresponding values of pri are denoted by set

pi = {pvi1, pvi2, · · · , pvim}. Now, we introduce the definition of data type profile.

Definition 4: By data type profile we mean the character string t p ={
pv1s, pv2 j, · · · , pv(np−i)k

}
which is formed by concatenating the values of np − i

properties sequentially, where 0 6 i < np and 1 6 s, j,k 6 m. When i = 0, we call t p
a complete profile. Otherwise, we call t p an incomplete profile. Thus, there are totally
∏

np
i=1 |pi| different complete profiles.
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The unified data description and management framework stipulates that the data ob-
tained by one sensing operation should conform a format which contains six parts. As
depicted in Fig. 2, the the first three parts denote phenomenon, measurement, and sensor
type, respectively. The fourth part is the unique identification of a physical sensor, since
several physical sensors might be deployed for one data source. The fifth part is the type
profile. The last part indicates the binary form of the sensor data.

Fig. 2. Data format.

For an unknown data type, the corresponding measurement and physical phe-
nomenon are identified firstly. Then, the properties in set property is examined to de-
termine a possible value. However, there are chances that some properties are not suitable
or even have nothing to do with the current unknown data type. In this case, the particular
properties are kept empty. Besides, an unknown data type may possesses some character-
istics which cannot be represented by the existing properties in set property. Then, new
properties are created in response to the new characteristics.

3. A PRELIMINARY MODEL OF NETWORK CONNECTIVITY

For simplicity, we divide the whole factory floor into m × n grids in a two-
dimensional surface. The set of grids are denoted by set gr =

{
gr11,gr12, · · · ,gri j

}
, where

1 6 i 6 m and 1 6 j 6 n.
The whole sensor network consists of two kinds of nodes: sink node and mobile

sensor node.
A sink node is located at a fixed position, and it has a cabled power supply. Thus,

there is no energy constraint to a sink node. All sink nodes follow the same networking
protocol and constitute the backbone infrastructure of the sensor network. We denote the
sink nodes by set sn = {s1,s2, · · · ,sNs}. The backbone infrastructure is denoted by SNN,
which is short for sink node network.

A mobile sensor node relies on limited battery energy, which is a common issue of
wireless network. Thus, its functionalities should be meticulously designed. All mobile
sensor nodes form a mobile ad hoc network and act as the local structure of the sensor
network. We denote the mobile sensor nodes by set ms= {ms1,ms2, · · · ,msNm}. The local
structure is denoted by MSN, which is short for mobile sensor network.

Based on the participating entities and involving scopes of communication, we divide
the communication activities among the sensor network into the following three patterns:

1) Inter SNN. Since the location of a sink node in SNN is fixed, the topology of SNN
is almost invariable under normal circumstances. However, the communication activities
among the sink nodes in SNN are conducted wirelessly.

2) Inter MSN. Since MSN is a mobile ad hoc network, the topology of MSN keeps
changing. The communication activities among the sensor nodes in MSN are conducted
by a wireless network.

3) Mixed. Unlike the above two communication patterns, the Mixed pattern indicates
the communication between a sensor node in MSN and a sink node in SNN.
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3.1 Connectivity Model

Though the sink nodes in SNN are stationary, the communication activities among
them are conducted wirelessly.

Furthermore, the level of connectivity of the manufacturing network should be con-
sidered in the perspective of the MSN and the SNN. In general, the connectivity between
two wireless sensor nodes are dominated by their radio ranges. In the above manufactur-
ing network, it is easy to understand that the connectivity of the whole network is more
robust than a pure wireless network. For simplicity, we consider four sensor nodes within
a two-dimensional plane. As depicted in Fig. 3, the Euclidean distance between node
ms1 and node s1 is d1, the Euclidean distance between node ms2 and node s2 is d2, and
the Euclidean distance between node s1 and node s2 is d3. Suppose nodes ms1, ms2, s1,
and s2 possess the same communication range R, where R = d1 = d2, and R < d3 < 2R.
When nodes ms1, ms2, s1, and s2 constitute a pure wireless sensor network, it is obvious
that node ms1 and s1 are able to communicate with each other, and so do node ms2 and
s2. As there exists isolated parts, the connectivity of the whole network is poor. In our
model, node s1 and node s2 are two stationary nodes in SNN, and node ms1 and node ms2
are two mobile sensor nodes in MSN. As node s1 and node s2 have wired power supply,
they are able to temporarily increase the radio power to achieve a larger communication
range (e.g., 2R). As a result, node ms1 and ms2 are able to communicate with each other
mediately. Namely, both node s1 and node s2 act as a relay node. Thus, the connectivity
of the whole network gets improved.

Fig. 3. Simple connectivity of four nodes.

Generally speaking, the connectivity of a wireless sensor network is the conditions
of the radio links and the routes between sensor nodes. Related works focused on two
major groups: one is the connectivity in diverse deployment circumstances and various
operating statuses, and the other one is the variation of the connectivity for the entire
life cycle of the network. To facilite the description of connectivity, a network can be
routinely abstracted to an undirected graph G(V,E). Here, V is the set of vertices which
correspond to the nodes of the network, and E is the set of edges which correspond to
the links in the network. Based on the level of connectivity, we accord three types of
connectivity.

• Fully-connected. By a fully-connected wireless network, we mean there is always
at least one link between two arbitrary vertices of the corresponding undirected
graph G(V,E). When there are always at least k uncrossed links between two ar-
bitrary vertices, namely two arbitrary links of the k links share no vertices except
for the two endpoints of the links, then the corresponding wireless network is a
k-connected network. In practice, in a large randomly deployed wireless network,
the probability an arbitrary node lies out of the radio ranges of all the other nodes
is always larger than 0. Thus, the chances of a fully-connected network are slim to
none.

• Approximately-connected. When the scale of a wireless network approaches infin-
ity, if the probability that there is always at least one link between two arbitrary ver-
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tices of the corresponding undirected graph G(V,E) is 1, the corresponding wireless
network is approximately-connected. Similarly, when the probability that there are
always at least k uncrossed links between two arbitrary vertices is 1, the corre-
sponding wireless network is a k approximately-connected network.

• Partially-connected. For an undirected graph G, if two arbitrary vertices are mutu-
ally reachable, then G is strongly connected. When the scale of a wireless network
approaches infinity, there is one and only one strongly connected component C in
the corresponding undirected graph G(V,E), and there are infinite vertices in C.
Then the corresponding wireless network is partially-connected.

3.2 One-dimensional Network Connectivity

To construct the model of wireless communication between two sensor nodes, we
assume that each sensor node is equipped with an omni-directional antenna whose radio
range is r0. When the Euclidean distance between two sensor nodes re 6 r0, they are
able to directly communicate with each other. For a two-dimensional wireless network,
the communication between a sensor node and a sink node might be relayed by several
intermediate nodes. As shown in Fig. 4, the information flow is from node nx to node ns,
the three Euclidean distances between the four nodes nx, nx+1, nx+2, and ns are d1, d2, and
d3, respectively. This two-dimensional network can be transformed to a one-dimensional
network consists of nodes n′x, n′x+1, n′x+2, and n′s.

Fig. 4. Dimension reduction.

In a one-dimensional network, when a node is unable to communicate with the next
node along the direction of the information flow, the node is disconnected from the net-
work (e.g., node n′x is disconnected when d1 > r). By a connected one-dimensional net-
work, we mean iff there are no nodes which are disconnected from the network. Oth-
erwise, the one-dimensional network is disconnected. In other words, as long as there
exist two adjacent nodes between which the Euclidean distance is larger than r0, then
the network is disconnected. Theoretically speaking, the length of a one-dimensional
network is infinite. Here, we consider a part of a one-dimensional network which is
denoted by FN. And the length of FN is L(FN) = xb − xa, where xb and xa are the
endpoints of FN. The number of sensor nodes within the interval [xa,xb] is denoted by
N(xa,xb) = N(xb)−N(xa), where xb > xa. And the number of sensor nodes within FN is
denoted by N(FN). Generally, the actual number of sensor nodes is subject to a Poisson
distribution. Thus, the probability of a specific number of sensor nodes lies in an interval
is

P(N(x) = n) =
E [N(x)]n

n!
e−E[N(x)], (1)

where

E [N(x)] =
∫ x

0
k(x)dx, (2)
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and k(x) in Eq. (2) denotes the sensor node density at x. Suppose two adjacent sensor
nodes n′x and n′x+1 are moving towards the access point along the one-dimensional net-
work. The moments nodes n′x+1 and n′x arrive at location l are tx+1 and tx, respectively. At
time t, the Euclidean distance between n′x and n′x+1 is

dTx(t) =
∫ t

t−Tx

v(s)ds, (3)

where v(s) is the average velocity of sensor nodes. To facilitate the investigation of the
connectivity of two adjacent sensor nodes, we introduce a threshold of the arrival interval
which is denoted by T0. When Tx 6 T0, n′x and n′x+1 stay connected during the entire
movement. On the contrary, when Tx > T0, the maximum Euclidean distance between n′x
and n′x+1 during the entire movement would be larger than r. The maximum Euclidean
distance between two adjacent sensor nodes is

maxt∈Ω

{
dT0(t)

}
= maxt∈Ω

{∫ t

t−T0

v(s)ds
}
, (4)

where Ω is the set of time tc at which n′x and n′x+1 are simultaneously within FN. For a
Poisson process with parameter α , we have

p0 = P(Tx 6 T0) = 1− e−αT0 , (5)

where α denotes the average times of arrival.
Suppose the number of sensor nodes within the one-dimensional network FL is pos-

itive (i.e., N(FL)> 0), the probability that FN is connected is

Pcon(FN) =
∑

∞
j=0 p j−1

0 P(N(FN) = j)

1−P(N(FN) = 0)
. (6)

Combining Eqs. (1) and (6), we obtain

Pcon(FN) =
∑

∞
j=1

(p0·E[N(FL)]) j

j! · e−E[N(FL)]

p0(1− e−E[N(FL)])
=

ep0·E[N(FL)]

p0(eE[N(FL)]−1)
. (7)

By Eq. (7), it can be inferred that the connectivity of a one-dimensional network
is dominated by p0 and E [N(x)]. By Eq. (5), p0 is dominated by α and T0. For a one-
dimensional network whose sensor nodes are uniformly distributed, the threshold of the
arrival interval is approximately r0. Besides, the expectation of the number of sensor
nodes within the one-dimensional network is also related to α .

For a sparsely deployed wireless sensor network, there is not much room for the
selection of relay nodes. Meanwhile, the number of available communication links is
often few. Besides, most of the involved sensor nodes of a communication link tend
to move towards the access point. In this case, the one-dimensional network model is
suitable to analyze the connectivity. However, the movement patterns of sensor nodes
and the constitution of communication links are usually more complicated than the cases
suitable for the one-dimensional network model.
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4. TWO-HOP MULTI-SINK ROUTING SCHEME

4.1 Two-dimensional Network Connectivity

4.1.1 Two-hop model

As the communication activities among the sensor network is conducted by a
node and its neighbor nodes, we introduce a two-hop model for the analysis the two-
dimensional network connectivity. To facilitate the description of the two-hop model, we
give the following definitions.

Definition 5: By a one-hop neighbor of a sensor node nx, we mean a sensor node no
which is one hop away from nx, namely d(nx,no)6 r0.

The sufficient and necessary condition for a sensor node no to be a one-hop neighbor
of sensor node nx is that they are able to directly communicate with each other.

The set of one-hop neighbors of nx is calculated as

N(x,1) =
{

nx1,nx2, · · · ,nxd(x,1)

}
, (8)

where d(x,1) is the number of one-hop neighbors of nx, namely the degree of nx.

Definition 6: By a two-hop neighbor of a sensor node nx, we mean a sensor node nt which
is two hops away from nx, namely r0 < d(nx,nt)6 2r0.

The sufficient and necessary condition for a sensor node nt to be a two-hop neighbor
of sensor node nx is that they are not able to directly communicate with each other and nt
is a one-hop neighbor of one or more sensor node in set N(i,1).

The set of two-hop neighbors of nx is calculated as

N(x,2) = N(x1,1)∪N(x2,1)∪·· ·∪N(xd(x,1),1)
\N(x,1). (9)

Similar to the number of one-hop neighbors of nx, we denote the number of two-hop
neighbors of nx by d(x,2), which can be calculated as

d(x,2) =

∣∣∣∣∣∣ ⋃
nx j∈N(x,1)

N(x j,1)\N(x,1)

∣∣∣∣∣∣−1. (10)

As nx is also a one-hop neighbor of its own one-hop neighbors, namely

nx ∈
⋃

nx j∈N(x,1)

N(x j,1)\N(x,1). (11)

Hence, the calculation of d(x,2) excludes nx itself. For a sensor node nx in the sensor
network, the two-hop model of nx is composed of its one-hop neighbors and two-hop
neighbors.

4.1.2 Level of connectivity

The connectivity of a two-dimensional network is more complicated than that of a
one-dimensional network. We introduce a novel approach to quantify the level of con-
nectivity for the two-dimensional network. This approach is based on the above two-hop
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model. For two arbitrary nodes nx and nx+1, we denote the relation between them by
fk(nx,nx+1), where k is the number of hops in the shortest path between nx and nx+1.
When k = 0, nx and nx+1 reside in different isolated parts of the sensor network, they
are unable to communicate with each other. For k = 1,2,3,4, and k > 4, five cases of
the shortest path between nx and nx+1 are illustrated in Fig. 5, where the relay nodes are
denoted by nri (i ∈ N).

Fig. 5. Node relations based on the two-hop model.

In Fig. 5 (a), nx+1 is the one-hop neighbor of nx and vice versa. For the rest four
cases, the communication between nx and nx+1 are conducted by the relay node(s). In
Fig. 5 (b), nr1 is a one-hop neighbor of both nx and xx+1. For Fig. 5 (c), we consider
nr1 and nr2 are a one-hop neighbor and a two-hop neighbor of nx, respectively. And
d(nr2,nx+1) 6 r0, thus nx+1 is within radio range of the two-hop model of nx. In Fig. 5
(d), nr2 is the two-hop neighbor of both nx and nx+1, thus the corresponding two two-hop
models are overlapped. In Fig. 5 (e), nr2 and nr3 are a two-hop neighbor of nx and nx+1,
respectively. And the relation between nr2 and nr3 are the same with that of nx and nx+1
described in the previous four cases. In addition, more complex relations between nx and
nx+1 can be decomposed into the combinations of the above five cases.

We define the level of connectivity between nx and nx+1 by c(nx,nx+1), which is
formulated as

c(nx,nx+1) =


0, k = 0

1/k, k = 1,2,3,4
1

4+1/c(n′′x ,n′′x+1)
, k > 4

(12)

When nx and nx+1 cannot communicate with each other, let c(nx,nx+1) = 0. For
k > 0, c(nx,nx+1) monotonically decreases with the increase of k, namely the level of
connectivity between two sensor nodes is inversely proportional to the number of hops
between them. For k = 1,2,3, and 4, we use the reciprocal of k to represent c(nx,nx+1).
For k > 4, c(nx,nx+1) is calculated recursively. n′′x and n′′x+1 are the two-hop neighbors of
nx and nx+1, respectively. Besides, they are located in the shortest path between nx and
nx+1. For instance, the level of connectivity c(nx,nx+1) in Fig. 5 (e) is

c(nx,nx+1) =
1

4+1/d(nr2,nr3)
. (13)
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As the two-hop model of a sensor node contains a one-hop neighbor and a two-hop
neighbor, each time k is greater than a multiple of 4, an iterative calculation of the level
of connectivity is needed. Thus, the number of iterations is

R = b(k−1)/4c . (14)

For an individual sensor node nx, we denote the set of sensor nodes with which nx is
able to communicate by N(x)k = {n1,n2, · · · ,nk}. The level of connectivity of nx can be
computed as

c(nx) =
k

∑
i=1

c(nx,ni). (15)

For a sensor network which contains N sensor nodes, the level of connectivity of the
whole network is

C(N) = ∑
∀nx∈N,∀nx+1∈N

c(nx,nx+1),nx 6= nx+1. (16)

Theoretically speaking, provided the value of R is large enough, there always exists
a path for two arbitrary sensor nodes. With the increase of R, the level of connectivity for
the whole network C(N) keeps increasing until it reaches ĉ. In other words, there is an
inflection point (r̂, ĉ). For R < r̂, C(N) monotonically increases; While R > r̂, C(N)≡ ĉ.
Moreover, let r̂ be the degree of convergence of the network. The smaller the value of r̂
is, the better the network converges.

4.2 r-Kruskal Algorithm for SNN

As the location of a sensor node in SNN is fixed, and the nodes in SNN have a
cabled power supply, thus the topology of SNN could be considered invariable for the
most part. We denote the corresponding undirected graph of SNN by Gs(Vs,Es). Thus,
the communication activities among the sensor nodes in SNN could be formulated as the
solution to the minimum spanning tree for Gs(Vs,Es). There are three notable methods
for the problem of minimum spanning tree of an undirected graph: Kruskal [34], Boruvka
[35], and Prim [36]. The above three algorithms are based on the principle of greedy.
Each algorithm employs its own step-by-step solving strategy. The Prim algorithm and
the Kruskal algorithm are similar. For the Boruvka algorithm and the Kruskal algorithm,
the latter is feasible when there are edges with the same weight value, while the former is
not feasible.

In our model, we propose an r-Kruskal algorithm to establish the communication
within SNN. This algorithm is based on the idea of the original Kruskal algorithm. With-
out loss of generality, suppose the Ns sink nodes s1,s2, · · · ,sNs are randomly deployed in
the m× n two-dimensional surface. We introduce an m× n matrix Ds = (dsi j) to record
the deployment of sink nodes in set sn. Each grid is able to accommodate one sink node
at most, namely a grid is either empty or occupied by exactly one sink node. For a grid
gri j, if it contains a sink node sk, then dsi j = k. Similarly, if it contains a mobile sensor
node msk, then dsi j =−k. When gri j is empty, let dsi j = 0.

The application of the original Kruskal algorithm requires a prerequisite that the con-
sidered undirected graph is fully-connected. However, in practice, the actual deployment
of sensor nodes is unable to meets this condition in the vast majority of situations. Thus,
we propose an improved r-Kruskal algorithm for the purpose of obtaining a degraded
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minimum spanning tree which facilitates the communication activities among the sink
nodes in SNN.

The basic idea behind our r-Kruskal algorithm is that specific operations are centered
on the edge with the minimum weight value among the available edges. Specifically, for
an undirected graph Gs(Vs,Es), where the number of vertices is vs = |Vs| and the number
of edges es = |Es|. We construct a disconnected graph Ts = {Vs,Ec}, where Ec = ∅.
Initially, there are no edges in graph Ts. In other words, graph Ts = {Vs,∅} and it only
contains vs vertices. Each vertex itself constitutes an independent connected component.
For all edges in set Es, we consider one of the edges with the minimum weight value and
denote it by e0. When w(e0)> r0, the r-Kruskal algorithm terminates. While w(e0)6 r0,
the r-Kruskal algorithm proceeds as follows: if the two vertices of edge e0 fall in different
connected components, then e0 is removed from set Es and added to set Ec; otherwise, the
two vertices of edge e0 fall in the same connected component, then this particular edge e0
is never considered again. Repeat the above edge operation until none of the edges in set
Es with a weight value which is less than or equal to r0. The detailed r-Kruskal algorithm
is shown in Algorithm 1.

Algorithm 1 r-Kruskal(Es,Vs,r0)

1: Ec←∅,Vc←∅,C←∅,Er←∅
2: for i = 1 to |Vs| do
3: Eci ←∅,Vci ←∅
4: ci = (Eci ,Vci ←Vci ∪{vi})
5: C←C∪{ci}
6: end for
7: while w(e0 = ei| min

16i6|Es|
w(ei))6 r0 do

8: if ve0,1 ∈ cm && ve0,2 ∈ cn && cm 6= cn then
9: Es = Es \{e0} ,Ec = Ec∪{e0}

10: Vc =Vc∪
{

ve0,1 ,ve0,2

}
11: else
12: Er = Er ∪{e0}
13: end if
14: end while
15: return Ec,Vc,C,Er

Algorithm 1 takes three input parameters: set Es, set Vs, and the radio range of a
sensor node r0. Set Vs contains the corresponding vertices of all sensor nodes in set sn.
Thus, the number of elements in set Vs is |Vs| = Ns. For an edge ei, the two endpoints of
ei is denoted by vei,1 and vei,2 . We use the weight value of ei to represent the Euclidean
distance between the corresponding two sensor nodes, namely w(ei) = d(vei,1 ,vei,2). For
set Vs, there are totally Ns(Ns − 1)/2 different pairs of vertices. Thus, the number of
elements in set Es is |Es|= Ns(Ns−1)/2.

When two arbitrary vertices in Gs(Es,Vs) are connected, Gs(Es,Vs) is a connected
graph. The actual effect of Algorithm 1 degenerates into that of a classical Kruskal algo-
rithm. In other words, a minimum spanning tree of Gs(Es,Vs) which contains all vertices
in set Vs would eventually be obtained. On the contrary, when Gs(Es,Vs) is a disconnected
graph, the effect of Algorithm 1 needs further investigation. Suppose there exists a con-
nected component which is the maximal connected subgraph. Here, the term “maximal”
indicates the number of vertices contained in the subgraph is maximal. We denote this
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subgraph by Gc(Ec,Vc), where Ec ⊂ Es and Vc ⊂Vs. The vertices which are not contained
in Gc(Ec,Vc) constitute set Vr ≡ Vs \Vc, and 1 6 |Vr| 6 vs− 2. In other words, there are
a connected component and |Vr| isolated points. The connected component contains r
edges and r+1 vertices. The number of isolated points |Vr|= |Vs|− r−1.

As stated above, the sink nodes in SNN are stationary for a given application sce-
nario. To determine the routing in SNN, we just need to run Algorithm 1 once, rather
than regularly. When there is a minimum spanning tree of Gs(Es,Vs), the communication
activities among all sink nodes in SNN could be done based the minimum spanning tree.
On the contrary, when there exist isolated sensor node(s), possible communication activ-
ities between an isolated node and a node within the minimum spanning tree need to be
relayed by the nodes in MSN. The mobility of the mobile sensor nodes has a considerable
influence on the topology and connectivity of the network. Thus, both the path estab-
lishment and subsequent data transmission in the wireless sensor network are challenging
and deserve efficient solutions. A proactive routing scheme regularly updates the routing
table regardless of whether it is needed. Hence, when the frequency of data transmission
is low, the cost performance of proactive path establishment methods is considered high.
Furthermore, the mobility of sensor nodes may significantly degrades the actual perfor-
mance. It is probable that a routing table becomes unable to work soon after the routing
table gets updated. Besides proactive path establishment methods, there are also reactive
and hybrid path establishment methods. The main idea of a reactive path establishment
method is the formation of a routing path takes place upon a transmission demand. In
specific, a reactive path establishment method does not maintain the routing table period-
ically. A routing path is generated based on the routing demand and the network status in
real time. This feature facilitates the adaptation to changes of topology and avoids a sub-
stantial amount of inefficient regular routing table updates. However, the reactive strategy
has a major drawback. During the establishment of a routing path, there is a considerable
amount of message overhead. In specific, control messages for routing discovery and data
messages for sensor data transmission are flooded. As the adoption of flooding is prone to
incur network congestion, the detailed flooding policy should be prudently designed for
the purpose of reducing message overhead.

4.3 Two-hop Routing

The two-hop multi-sink routing scheme is based on the two-hop model and the r-
Kruskal algorithm. This scheme covers all communication activities among MSN and
SNN. Mobile sensor nodes periodically send sensor data messages to a sink node in SNN.
For a mobile sensor node nm in MSN, we denote the sending frequency of a sensor data
message by fm. To investigate the operations of node nm and its one/two-hop neighbors,
we consider a time period [ta, tb], where ta < tb. We make a premise that the time period
[ta, tb] is long enough to observe the behaviors of all nodes in the whole network. For
the sake of simplicity, we assume that the sending frequencies of a sensor data message
for all nodes in MSN remain constant during this period. For node nm, it receives sensor
data messages from all its one-hop neighbors. As the sending frequencies of a sensor data
message vary from node to node, the sensor data messages from the one-hop neighbors
arrive at node nm asynchronously.

For node nx in the whole network, we denote the total number of sensor data mes-
sages it received by d(x,r), which can be computed as

d(x,r) = ∑
nx j∈N(x,1)

⌊
fx j · (tb− ta)

⌋
. (17)
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In general, a mobile sensor node and a sink node both forward the received sensor
data messages. However, a sink node itself does not issue a sensor data message, while a
mobile sensor node issues its own sensor data messages. Both a mobile sensor node and
a sink node send sensor data messages to all its one-hop neighbors. For a mobile sensor
node nm, we denote the number of sensor data messages it sends by

d(m,s) = d(m)+d(m, f ), (18)

where d(m) is the number of sensor data messages issued by node nm itself, namely
d(m) = fm · b(tb− ta)c. And d(m, f ) is the number of sensor data messages forwarded by
nm. Similarly, for a sink node ns, the number of sensor data messages it sends is denoted
as

d(s,s) = d(s, f ), (19)

where d(s, f ) is the number of sensor data messages forwarded by node ns. In our two-hop
model, a node nx is expected to forward the received sensor data message to all its one-hop
neighbors. However, the sensor data messages come from the one-hop neighbors should
not be sent back. Conventionally, packets with a positive TTL (Time-To-Live) value are
forwarded in a network. In our two-hop model, a typical initial TTL value of a sensor
data message is 4.

For node nx, the TTL value of each sensor data message is within set {3,2,1,0}.
Hence, the coverage of a sensor data message originally issued by node nx is its one-hop
neighbors and two-hop neighbors. This typical TTL value is expected to alleviate the
flooding problem and reduce message overhead. Assume the TTL values of a received
sensor data message obey a Poisson distribution

P{TTL = k}=
λ k

d · e−λd

k!
,λ > 0,k = 0,1,2,3. (20)

Thus, the number of sensor data messages forwarded by node nx is

d(x, f ) = Px · ∑
nx j∈N(x,1)

(
⌊

f(x j) · (tb− ta)
⌋
· (d(x,1)−1)), (21)

where Px =
5
3 ·λd · e−λd .

Combining Eqs. (17) and (21), we obtain

d(x, f ) = Px ·d(x,r) · (d(x,1)−1). (22)

Thus, for a mobile sensor node nm, Eq. (18) is rewritten as

d(m,s) = d(m)+Px ·d(m,r) · (d(m,1)−1), (23)

where d(m) = fm · b(tb− ta)c. Similarly, for a sink node ns, Eq. (19) is rewritten as

d(s,s) = Px ·d(s,r) · (d(s,1)−1). (24)

Note that Eq. (24) is a preliminary version. For a node nx, a received sensor data
message with the TTL value 0 will not be forwarded. Besides, for a sink node ns, provided
a received sensor data message is designated to it, the message will not be forwarded
any more regardless of the TTL value. Suppose fs percent of the received sensor data
messages can be forwarded. Thus, a modified version of Eq. (24) is

d′(s,s) = fs ·Px ·d(s,r) · (d(s,1)−1). (25)
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5. NUMERICAL RESULTS

5.1 Performance Metrics

Though wireless sensor networks has been applied to a variety of fields, data-centric
is the primary feature for different kinds of monitoring applications based on wireless sen-
sor networks. That is to say, the main purpose of a wireless sensor network is collecting
data. Thus, data availability is a vital performance indicator for the operation of a wireless
sensor network. Besides, our proposal is designed to tackle the flooding problem. It is of
great importance to make an analysis of the message overhead.

5.1.1 Data availability

In the context of a communication network or an online application system, the term
data availability usually involves a measurement about the relation of the number of re-
ceived data replies dr and the number of data requests sent ds. For instance, there are
three cases of dr and ds. When dr = ds, it is considered that the data availability is one
hundred percent, and this is the simplest case. When dr < ds, either some data requests
or some data replies are lost during the transmission due to unpredictable reasons. In
general, possible reasons includes network congestion, routing failure (e.g., node failure,
routing error), malicious attacks, etc. In practice, when dr is observably smaller than
ds, the data availability is considered unsatisfactory. To ensure acceptable performance
in production environment, both data requests and data replies are broadcasted to some
extent. Thus, it is possible that dr > ds. In this case, the data availability is greater than
one hundred percent.

For a wireless sensor network, sensor data are periodically collected and aggregated
to sink nodes. This unidirectional working mode simplifies the request-response mes-
sage model. Hence, we turn to describe the data availability in terms of the sensor data
messages sent and the received sensor data messages.

As the sensor data messages are transmitted throughout the whole network, it is
useful to consider the degree of data availability for both mobile sensor nodes and sink
nodes. For an individual node nx, the data availability is defined as the ratio of the number
of received sensor data messages to the number of sensor data messages sent, which is
denoted as

dax =
d(x,r)
d(x,s)

=

{
d(m,r)/d(m,s), nx ∈ ms
d(s,r)/d′(s,s), nx ∈ sn

. (26)

Based on the definition of data availability of an individual sensor node, we formulate
the data availability of the network as

daN =
1

Nm

Nm

∑
i=1

d(mi,r)

d(mi,s)
+

1
Ns ·ρ

Ns

∑
j=1

d(s j,r)

d′
(s j,s)

. (27)

As shown in Eq. (27), the data availability of the network is a composite of two parts.
As the radio range of a sink node is ρ times as long as that of a mobile sensor node, the
calculation of the data availability of the network should a conform to a uniform measure
of data availability. Thus, the parameter ρ is involved for the group of sink nodes.
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5.1.2 Message overhead

As mentioned above, to deal with packet loss and guarantee data availability, a tra-
ditional request-response message model usually adopts certain broadcast strategy. For a
wireless sensor network, sensor data messages are duplicated and broadcasted. For a par-
ticular sensor data message, it is originally issued by a mobile sensor nodes, and expected
to be received by a specific sink node. In other words, the original copy and the corre-
sponding duplicates are destined for the same sink node. Let sd(s,m,k) be a sensor data
message originally issued by mobile sensor node nm, its destination is sink node ns. We
denote the extra duplicates of sd(s,m,k) by set dup(sd(s,m,k)) and the corresponding mes-
sages eventually received by set sr(s,m,k), where

∣∣sr(s,m,k)
∣∣ 6 ∣∣dup(sd(s,m,k))

∣∣+ 1. During
the time period [ta, tb], node ns received σ different kinds of sensor data messages, and
the numbers of each kind are n1,n2, · · · ,nσ . Here, a sensor data message is discriminated
by the two parameters m and k. Namely, the number of different combinations of m and
k is σ . We consider the message overhead from the perspective of a sink nodes. For node
ns, the message overhead can be calculated as

mos =
1
σ

σ

∑
i=1

∣∣dup(sd(s,i))
∣∣+1−ni

ni
. (28)

The message overhead of the network is formulated as

mos =
1
Ns

Ns

∑
i=1

mos. (29)

5.2 Experiments and Analysis

To evaluate our proposal, we developed a simulation platform with NS-3 [37]. The
experiments are specially designed to support the investigation of the model features,
message overhead, and data availability.

To facilitate the presentation, we call our proposal THMS (Two-hop Multi-sink) for
short. The THMS model defines the connectivity model between two individual nodes
and accords detailed formulation about one-dimensional network connectivity and two-
dimensional network connectivity. Based on these building blocks, we describe the degree
of the connectivity of the network. As shown in Fig. 6, the average degree of connectivity
of the network is depicted. The three curves denotes Nm = 300, 600, and 900, respectively.
With the increase of the number of sink nodes, the average degree of connectivity of the
network monotonically increases. Besides, when the current number of sink nodes are
large, the same increment of the number of sink nodes results more significant improve-
ment in the average degree of connectivity of the network than that of a small current
number of sink nodes. In other words, the rising tendency becomes sharper as the number
of sink nodes increases.

To investigate the message overhead of a sink node, we consider three settings of
sink nodes and mobile sensor nodes. The ratio of the number of sink nodes to the number
of mobile sensor nodes are kept as 1/10. We prefer to observe the differences of message
overhead for a sink node in diverse scales of network. As shown in Fig. 7, the values
of message overhead for Nm = 600 and Ns = 60 are gathered around 20%, namely the
red crosses. Similarly, the values of message overhead for Nm = 1200 and Ns = 120 are
gathered around 40%, namely the blue circles. For Nm = 1800 and Ns = 180, the overall
distribution of the green asterisks exhibits no distinctive features. In fact, based on ex-
tensive simulations, we conclude that all the above three cases of values approximatively
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obey certain normal distributions. Moreover, with the increase of the scale of the net-
work, the mean and the variance of a normal distribution both increase. For instance, the
means of the red crosses, the blue circles, and the green asterisks in Fig. 7 are 20%, 40%,
and 60%, respectively. While the corresponding variances are also proportionable as the
means are.

Fig. 6. Average degree of connectivity of the network.

Fig. 7. Average message overhead of a sink node.

For the data availability of the network, we consider the number of mobile sensor
nodes Nm = 100, 200, and 300. The number of sink nodes Ns is selected in the range of
[10,160]. As shown in Fig. 8, the overall trends of the three curves are analogous. Each
curve possesses an inflection point (N̂s, d̂aN). Besides, the average data availability of the
network increases when Ns < N̂s, while decreases when Ns > N̂s. At the left sides of the
inflection points of Nm = 100 and Nm = 200, the average data availability of the network
for Nm = 100 increases more dramatically than that of Nm = 200, so does Nm = 200 and
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Nm = 300. Thus, the degree of the increase of the average data availability of the network
is inversely proportional to the number of the mobile sensor nodes. Similarly, we come to
the conclusion that the degree of the decrease of the average data availability of the net-
work is also inversely proportional to the number of the mobile sensor nodes. To further

Fig. 8. Average data availability of the network.

Fig. 9. Comparison of message overhead.

investigate the performance of our proposal, we make a comparison between THMS and
MMSR [38]. The MMSR is based on three sink nodes, and all of them are mobile. As the
sink nodes in THMS are stationary, to facilitate the comparison, we make the three sink
nodes stationary and transform the mobility to the relative movement of mobile sensor
nodes. Furthermore, the number of sink nodes are selected in [6,20]. As shown in Fig. 9,
the overall performance of our method is better than the MMSR in terms of the average
message overhead of a sink node. With the increase of the number of sink nodes, both
THMS and MMSR exhibit an slight increasing trend with some fluctuations. Besides,
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the increase of the number of mobile sensor nodes introduces considerable additional
message overhead. This indicates that the amount of message overhead is proportional
to the number of mobile sensor nodes. As mentioned above, data availability is a vital
performance indicator for the operation of a wireless sensor network. Hence, the perfor-
mance is worth discussing when the value of data availability is greater than a threshold.
In practice, the data availability of a system running in a production environment should
approaches 100% under normal circumstances. For the purpose of a comprehensive il-
lustration, we let the threshold be 40%, which allows more information to be showed.
As Fig. 10 depicted, the data availability of the network for both THMS and MMSR are
illustrated from three aspects: maximum, minimum, and mean. For instance, when there
are 30 sink nodes and 100 mobile sensor nodes, the leftmost red solid line shows the
maximum, minimum, and mean of the data availability of the network for THMS. The
maximum, minimum, and mean are 62, 53, and 56. Here, the mean is calculated for the
30 sink nodes. The maximum and the minimum are denoted by the two endpoints of a
line segment. And the mean is denoted by a plus sign within the line segment. In general,
when the plus sign is closer to the minimum than the maximum, it is considered that most
of the values are smaller than the mean. On the contrary, when the plus sign is closer to
the maximum than the minimum, it is considered that most of the values are greater than
the mean. When Nm = 100, for Ns ∈ [30,70], the plus sign of MMSR is more closer to the
minimum than that of THMS in each pair of line segment. In other words, the proportion
of nodes which possess values of data availability which are smaller than the mean for
MMSR is greater than that of THMS. This pattern also occurs for Ns ∈ [60,110] when
Nm = 200. Besides, for a given acceptable lower bound of the data availability of the
network, different numbers of mobile sensor nodes demand different ranges of number
of sink nodes. That is to say, an appropriate number of sink nodes for a given number of
mobile senso nodes is crucial to maintain a satisfactory data availability. When the value
of data availability is greater than 100%, the cost performance of the system is degraded.
In general, THMS is superior to MMSR in terms of data availability of the network. How-
ever, the range of number of sink nodes which retains the data availability greater than
100% is narrow.

Fig. 10. Comparison of data availability.
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6. CONCLUSION AND FUTURE WORK

We studied the problem of data collection in large-scale smart manufacturing facil-
ities. To address the management of increasing amount of multi-source heterogeneous
data generated in modern production lines and production process, we proposed a unified
data description and management scheme. This scheme contains the measurement and
physical phenomenon of a data type. In addition, the specific characteristics of a given
data type are represented by a profile. This profile contains various properties which are
used for describing a data type. The scalability of this scheme is that existing data types
can be readily processed, while unknown data type can be accommodated by adding sev-
eral extra properties. At last, both a complete and an incomplete description for a data
record is feasible. For the message routing in a wireless sensor network, we discussed the
connectivity model of an individual node and a network. In specific, a one-dimensional
network connectivity model and a two-dimensional network connectivity model are pro-
posed. The proposed r-Kruskal algorithm is able to deal with the cases of isolated nodes,
which is more practical in a real world. The two-hop multi-sink routing scheme proposed
in this paper aims to provide a cost-efficient message routing solution which is able to
alleviate the flooding effect. Experimental results showed that our THMS model pos-
sesses excellent adaptability to the scale of the network. The characteristics of our model
in terms of degree of connectivity, message overhead, and data availability are relatively
steady and regular. Besides, the comparison between our model and the MMSR method
showed that our model are be superior to the MMSR model in terms of both message
overhead and data availability. However, there is still room for improvement. The trans-
mission of a sensor data message involves many factors. For instance, as a considerable
amount of relaying are involved, it is important to provide the analysis of message delay.
Thus, more performance metrics should be modeled in a further study.
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