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Due to the presence of various limitations in traditional machine learning algorithms, 

the interest of the researcher community has been shifted towards Deep learning. In this 
paper, two Deep learning methods namely Deep belief network (DBN) and Stacked auto-
encoder (SAE) have been analyzed for image retrieval task. But, in order to retrieve images 
from vast storehouses, more retrieval time is utilized. To solve this issue of retrieval time, 
two different indexing techniques namely Similarity-based indexing (SBI) and Cluster-
based indexing (CBI) have been used. Thus, four models namely DBN-SBI, DBN-CBI, 
SAE-SBI and SAE-CBI have been developed and tested on two benchmark datasets, which 
are MIT-Vistex and INRIA-Holidays. Among these models, DBN-SBI obtains the highest 
results in terms of Precision, Recall and Retrieval time. Average precision of 98.45% and 
86.53% with retrieval time of 0.035 seconds and 0.149 seconds has been obtained on 
Vistex and Holidays dataset respectively which is higher than many state-of-the-art related 
models.      
 
Keywords: deep belief network, stacked auto-encoder, similarity-based indexing, cluster-
based indexing, image retrieval 
 
 

1. INTRODUCTION 
 

The prevalence of digital images has led to an exceptional increase in the number of 
images present in image repositories available both online and offline. In order to retrieve 
images from such vast storehouses, an effective retrieval system is required. Retrieval of 
information can be done on the basis of type of data present in the repository. Data can be 
retrieved in the form of audio, video, text, images etc. Image retrieval is one of the eminent 
fields in the current era. This image retrieval can be done on the basis of manual annotation 
of text with images. But, this process suffers from various errors like misspellings, homo-
nyms, synonyms etc. Therefore, retrieval of images based on varied image content like 
color, texture, shape, spatial information, edge etc., is a brilliant option and the technique 
is popularly known by the name Content-based image retrieval (CBIR). 

The main aim of CBIR system is to retrieve the most similar and relevant images 
based on the query image given by the user. But, the basic consideration in CBIR system 
is to obtain the maximum relevant information from the images in order to minimize the 
“Semantic Gap”. The gap between low level image features and high-level human under-
standing is called semantic gap. Many types of techniques like Scale invariant feature 
transform (SIFT) [1], Speeded up robust features (SURF) [2], Local binary pattern (LBP) 
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[3], Discrete wavelet transform (DWT) [4], Gray level co-occurrence matrix (GLCM) [5], 
Gabor [6, 7] etc. and many of their variants have been used earlier to recover the basic 
image information. Many machine learning algorithms like Support vector machine (SVM) 
[8], Extreme learning machine (ELM) [9], K-nearest neighbor (K-NN) [10], etc. can also 
be utilized with the basic feature extraction techniques so as to enhance the retrieval accu-
racy of the CBIR system. But, these techniques are not so effective in capturing the seman-
tic information from the given images. 

Therefore, the interest of the researcher community has been shifted from machine 
learning to its counterpart called Deep learning. The main aim of deep learning is to extract 
the results in a high level domain and thus capturing maximum semantic information from 
an image and has been utilized in numerous application areas like pattern recognition, 
voice recognition, computer vision etc. In deep learning, there are many techniques like 
Convolutional neural network (CNN), Restricted Boltzmann machine (RBM), Deep CNN 
and many structures with variants of each technique, which can be used in many prominent 
applications related to image processing.  

But, yet another major issue of concern in CBIR system is the large time consumption 
during the retrieval of images. This happens so because each query image given by the 
user has to be matched with every image of the database in order to retrieve the similar 
images. Therefore, to minimize the retrieval time of images, many indexing techniques 
have been used. Indexing is a technique in which a database index of each image is main-
tained in a tabular format which can be used to access and find any image of that database 
[11]. Utilization of indexing techniques also leads to less storage requirements of the data 
and it can also be used as a sorting technique.  

Therefore, based on the above facts and discussion, the main benefactions of this pa-
per are as follows: 

 To extract the features of the given image database by using two different and efficient 
deep learning models namely Deep belief network (DBN) and Stacked Auto-encoders 
(SAE) and an analytical comparison is done between the two techniques. 

 In order to reduce the retrieval time of the developed image retrieval system, two differ-
ent indexing techniques have been also tested and analyzed. 

 Finally, the execution of the two utilized deep learning techniques based on two efficient 
indexing techniques have been done and the results have been evaluated by calculating 
Precision, Recall, Retrieval time, etc. 

 All the analytical analysis has been done on two renowned and benchmark CBIR datasets 
namely MIT-Vistex [3] and INRIA-Holidays [12]. 

The remaining section of the paper is organized as follows: Related work has been 
given in Section 2, in Section 3, proposed methodology has been given. In Section 4, Re-
sults and discussions have been and lastly, Section 5 has been ended with the Conclusion.  

2. RELATED WORK 

This section dispenses varied deep learning models which have been used for the 
extraction of features from an image. A model based on deep CNN has been used by Tzelpi 
et al. [13] for feature extraction based on the deepest level of abstraction. The model has 
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been retrained based on certain feedbacks. Another model based on a combination of CNN 
with Symmetric positive definite (SPD) matrix has been developed by Zhi gao et al. [14]. 
An end-to-end deep layer network has been designed through generation and transfor-
mation of SPD. But, in these systems, when the user enters the query image, the whole 
dataset has to be searched in order to retrieve the most relevant images and thus time com-
plexity of the system increases, as no indexing technique has been utilized with the devel-
oped systems. 

Deep learning techniques have been used in various applications related to interactive 
multimedia. One of the most eminent application is to sort or remove the duplicate images 
from vast storehouse of images. Deep CNN has been used in unsupervised mode [15] for 
near-duplicate detection of images [16]. Also, Mir-Flick near-duplicate dataset has been 
used as a ground truth. To detect near-duplicate images, CNN has been used by Yi Zhang 
et al. [17]. But, CNN suffers from certain pitfalls also. The information related to position 
and the orientation of an image is not encoded by CNN. All the information from the pre-
ceding neurons is routed to the same succeeding neuron irrespective of its positional infor-
mation. In CNN, classification is also being done based on the prior predictions based on 
the given images. 

In order to develop an effective image retrieval system, sometimes two or more than 
two techniques are combined to develop a hybrid system. Scale invariant feature transform 
(SIFT) has also been used as a popular feature extraction technique. This SIFT has been 
used in aggregation with CNN to develop a combined model and also both the techniques 
have been analyzed independently [18]. This model has been used to describe the given 
images in three levels which are point-level, scene-level and object-level. But, SIFT is 
based on histogram of gradients (HOG) and is computationally heavy with large mathe-
matical computation. The same technique has been adopted by Zhu et al. [19] by aggre-
gating deep low level convolutional attributes into a high dimensional feature vector for 
the required images. 

Auto-encoders have also been used as a technique of deep learning. These auto-en-
coders have been used in various modes to retrieve the desired set of images. Different 
modes of auto-encoders like Siamese auto-encoder (SAE) [20], Separate classifier auto-
encoder (SCA) [20] and Classifying auto-encoder (CAE) [20] have been used to retrieve 
fine-grained images. Auto-encoders have also been used in a comparative mode by com-
paring the performance of auto-encoders with other deep learning techniques like Drop out 
neural networks, Deep Boltzmann machine (DBM), Denoising auto-encoders [21], etc. 
Auto-encoder based on denoising technique has been used to reconstruct the original image 
from the noisy samples and is used in a combination with CNN to classify the data [22]. 
But, the developed systems with auto-encoders have huge retrieval time as there is no pro-
vision of maintaining any index or record of the extracted features. Also, these auto-en-
coders have also some limitations like, the retrieved images or results become blurry as the 
complexity of the images increases. 

Both colored and gray scale images can be retrieved by using any CBIR system. For 
gray scale images, generally texture features are extracted. Texture describes different dis-
cernible patterns of an image. Radial mean local binary pattern (RMLBP) and Prototype 
data model (PDM) has also been used by sootodeh et al. [23] for texture feature extraction. 
Some variants of basic texture extraction techniques like Local neighborhood intensity 
pattern (LNIP) [24] has also been analyzed. Thus, depending upon the type of the image 
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dataset, i.e., colored or gray scale, different types of feature extraction techniques can be 
selected. Thus, the requirement of the present time is to extract the features of the image 
by using an effective deep learning technique. Also, the developed system should be based 
on an efficient indexing technique in order to fasten the retrieval time of the images. Thus, 
based on the above drawbacks of the developed systems, a technique is utilized in this 
paper which is an effective framework of a deep learning and indexing technique. Moreo-
ver, the proposed system has been analyzed on both colored and Gray scale image datasets.  

3. PROPOSED METHODOLOGY 

In this paper, an efficient image retrieval system is proposed which is based on a 
framework of combining a deep learning technique with an indexing technique. Deep be-
lief network (DBN) and Stacked Auto-encoder (SAE) are the two deep learning techniques 
which have been used to extract the features of an image. These techniques are being com-
pared in order to find out the best amongst the two. The two deep learning methodologies 
have also been checked on two varied indexing techniques namely Cluster-based indexing 
and Similarity-based indexing. An analytical comparison of these two indexing techniques 
have also been done in this paper. Formally, the methodology for the development of the 
proposed system can be divided into two main stages: 

(1) Index Creation stage 
(2) Index Prediction or Testing stage 

In index creation stage, there are two main steps involved for the creation of indexes related 
to each image of the database, which are Feature extraction and Indexing. A brief descrip-
tion of feature extraction techniques namely DBN and SAE with both indexing methods is 
given below.  

3.1 Deep Belief Network 

Deep learning is an advanced and eminent technique based on the concepts of ma-
chine learning. The main aim of this technique to extract the results in a high level domain 
and thus capturing maximum semantic information from an image. A deep belief network 
(DBN) is a type of deep learning based neural network model which consists of multiple 
layers and these layers have connection amongst them but there exists no connection be-
tween the units of the layers [25]. The DBN consists of multiple and stacked layers of 
Restricted Boltzmann machine (RBM) and was first proposed by Hinton et al. [26]. Each 
RBM consists of hidden and visible layers. The learning in DBN takes place by configuring 
the 1st hidden layer and the visible layer into a single RBM. When the learning process is 
completed, the training of the hidden layers is done with RBM by using a new input as a 
value of the 1st hidden layer. Therefore, the output of the lower-layer RBM is used as an 
input for next-higher layer RBM, which also signifies that the hidden layer of previous 
RBM serves as the visible layers of the next RBM [27] as shown in Fig. 1.  

3.2 Stacked Auto-Encoder 

An auto-encoder is based on unsupervised learning and is a type of artificial neural 
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network. The prime consideration of an auto-encoder is based on learning the representa-
tions of the data (encoding) by training the system in such a way, so as to ignore the present 
noise. With this reduction function, a side by side representation of the original input signal 
is also reconstructed [28]. Thus, it can be summed that it is a technique which is based on 
learning the input data and copies that input to its output. It consists of a hidden layer which 
depicts a code and that is used to represent an input. It has major two sections: an encoder 
section which maps the given input to the code and a decoder section which is used for the 
mapping the data from the code to reconstruct the original given input.  

Thus, the basic auto-encoder is based on unsupervised learning and is a feed-forward 
neural network. It has one input layer, single output layer and one or more hidden layers 
which are used for the connection of the preceding and succeeding layers. The basic archi-
tecture of an auto-encoder is given in Fig. 2. There are various versions of auto-encoders 
like Stacked auto-encoders (SAE), Convolutional auto-encoder (CAE), De-noising auto-
encoder (DAE), etc. which can be utilized for extracting the features of an image. Here, 
SAE is used for the extraction of image features which consists of multiple auto-encoder 
layers. The output of the previous layer is connected to the inputs of the next succeeding 
layer and due to this stacking, these auto-encoders avail all the benefits of deep learning 
techniques.  

 

         
Fig. 1. A basic deep belief network model.    Fig. 2. A basic model of an auto-encoder. 

 
3.3 Image Indexing (Cluster-based vs Similarity-based) 
 

The two utilized techniques for indexing are cluster-based and Similarity-based. The 
description of both the techniques is as under:  
 
(A) Cluster-based Indexing 

Cluster based indexing approach is generally utilizes K-means clustering [29] algo-
rithm. K-means is a partitioning algorithm which uses a two-step iterative process to find 
the user specified K clusters. If the set of observations (y1, y2, y3 … yn) are given then, the 
K-means clustering algorithm disintegrates the n observations into K parts (K  n) denoted 
by S = (S1, S2, S3 … Sk) in order to minimize the variance. Thus, the main objective of this 
algorithm [23] can be given as: 
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min ( , ).
k k

S y kk y S
dist y m

     (1) 

Here, in Eq. (1), Sk denotes k clusters, mk denotes the centroid (centroid is the mean of the 
various cluster members) of Sk, v > 0 denotes the weight of y and dist is the distance 
function used. K-means is a two-phase iterative process and the steps can be given by 
means of an algorithm. 

 
1 Initialize the initial value of K by using the criterion of 1% of the total dataset images. 
2 Clusters are formed by connecting every input with the nearest mean. 
3 Then, the arithmetic mean (Centroid) of each of the K clusters becomes the new mean 

and Steps 2 and 3 are repeated unless a convergence is reached and finally desired 
clusters are obtained. 

4 End 
 
Then, finally desired clusters are obtained and these clusters serve as indexes to dif-

ferent images of the dataset and index is formed for each cluster. This indexing technique 
is based on an initialization criterion of selecting 1% of the total dataset images as the 
initial value of K. According to this criterion cluster centres (K) of the order of 6 and 8 are 
obtained for Vistex and Holidays dataset respectively.  
 
(B) Similarity-based Indexing 

 Similarity based indexing is a technique which is based on the usage of different 
similarity measures like Euclidean, Manhattan, Cosine, Minkowski, [30] etc. In this algo-
rithm, the fusion of three attributes i.e., color, texture and shape results in the formation of 
a fused feature matrix [31]. For similarity based indexing, the same criterion of 1% of the 
total dataset images is taken as the value of K. The complete procedure of this indexing 
can be explained by the means of an algorithm which is as follows: 

 
1 Initially, the complete feature matrix of the obtained features is considered which is 

of size M  N, where M represents total images in the dataset and N is the number of 
extracted features. 

2 Row-wise sorting or grouping of the obtained feature matrix is done by arranging the 
obtained feature vector in ascending order and a new re-ordered matrix is obtained. 

3 Disintegration of the newly obtained feature matrix into K parts (1% of the total im-
ages in the dataset) as per the chosen criterion. 

4 Calculation of mean or average for each of the K obtained part and it becomes the 
respective cluster centre. 

5 Each image is assigned to its nearest cluster centre by using a specific similarity met-
ric technique. 

6 Finally, required cluster centres are obtained and each image during the query session 
is matched with only the respective cluster centre and not with all images of the da-
taset. 

7 Now, indexes for each image is formed using the above technique. 
8 End 

 
Also, these deep learning models, viz. SAE and DBN in their basic form does not 

possess the characteristics of clustering and indexing. But, by using these two algorithms 
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in amalgamation with SAE and DBN, four different models are formed which can perform 
feature extraction, clustering and indexing in contrast to SAE and DBN which can only be 
utilized for feature extraction. 

Now, the main steps for Index creation stage can be summarized as follows: 
 

Feature Extraction Stage: It is the first step of the index creation stage. Here, the two 
deep learning based neural network models namely DBN and SAE are utilized indepen- 
dently to extract the high level features of an image and two separate feature vectors are 
thus obtained. 

 
Clustering and Index Creation Stage: The two independent feature vectors obtained by 
using DBN and SAE are applied as an input to two indexing algorithms namely Cluster-
based indexing and Similarity-based indexing. After using these two indexing techniques, 
suitable K clusters have been formed which serve as indexes for each of them individually 
and thus index for each cluster is obtained. The architecture for this part of the proposed 
system is given in Figs. 3 (a) and (b) respectively for DBN and SAE. 
 

 
Fig. 3. (a) Proposed model for DBN based on two indexing techniques. 

 

 
Fig. 3. (b) Proposed model for SAE based on two indexing techniques. 

 

(2) Index prediction/Testing stage: In this stage, the indexes which are created by using 
two different indexing approaches in the previous section are utilized to retrieve the desired 
images by using a specific distance metric in spite of matching each and every image of 
the database. The main subsections of this stage are as follows: 

 
Query formulation stage: It is the first stage of this section. The user enters the query 
image to test the working of the proposed system. Here, each and every image is utilized 
as a query image. 
 
Feature extraction stage: Again, the features of the query image are extracted using the 
two techniques namely DBN and SAE and two independent feature vectors are obtained 
for each of them.  
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Index Prediction and Similarity matching stage: In this stage, the matching of the query 
image is performed in two levels. Firstly, the matching of two obtained feature vectors are 
done with the already created clusters and the best cluster is chosen for each of them. In 
the second level, by using a specific distance metric, matching of the obtained feature vec-
tor is performed with images in that selected cluster and finally top N images are retrieved 
based on the minimal distance. The same procedure is adapted for both of the indexing 
techniques. The basic architecture depicting this part is given in Fig. 4. 
 

 
Fig. 4. Proposed model for DBN and SAE using query formulation stage. 

4. EXPERIMENTAL ANALYSIS AND RESULTS 

To analyze the retrieval efficiency, two benchmark datasets namely MIT-Vistex and 
INRIA-Holidays have been utilized. All the experiments are performed in MATLAB 
R2017a, core i3 processor, 4 GB memory, 64-bit windows.  

A brief description of these datasets is given below and sample images from each 
dataset is shown in Fig. 5. 
 

 
Fig. 5. Sample images from Vistex (Gray scale) and Holidays (Colored) datasets. 

 

1st Dataset: MIT-Vistex: It is a dataset of gray scale images and it consists of 40 initial 
images and finally, a database of 640 images [32] is created by partitioning the original 
512  512 image into 128  128 sixteen non-overlapping images (40  16). Now finally, 
the obtained dataset contains 8 categories and each category has 80 images. 
 
2nd Dataset: INRIA Holidays: It is a dataset which contains images related to personal 
holiday scenes [33] like nature, fire effects, etc. This dataset contains 1491 images which 
are further divided into 500 categories, where each image corresponds as a query image 
and remaining 991 images are utilized as training images. Here, the number of images in 
each category is not fixed.  
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4.1 Evaluation Metrics 

There are different evaluation parameters which can be utilized for calculating the 
capability of a particular CBIR system. But, the prominent metrics are Precision and Recall 
[34, 35]. 

    
    ( )i

Number of relevant images retrieved
Total number of images retrievedPrecision P     (2) 

    
     ( )i

Number of relevant images retrieved
Total number of relevant images retrievedRecall R     (3) 

4.2 Retrieval Performance Analysis 

In order to verify the retrieval performance of the proposed system, various experi-
ments have been conducted. The average precision obtained by using both the indexing 
techniques for DBN and SAE on Holidays dataset is given in Tables 1 and 2. Similarly, 
the average precision obtained over Vistex dataset by varying the number of retrieved im-
ages from 10 to 50 with the utilization of both, similarity-based indexing and cluster-based 
indexing for DBN and SAE both are given in Tables 3 and 4. 

 

Table 1. Average precision (%) on Holidays dataset based on similarity-based indexing. 

 
 

 

 

 

 

Database Technique Average Precision (%) by using Similarity-based Indexing 
Holidays DBN-SBI 86.53

  SAE-SBI 79.05

Database Technique Average Precision (%) by using Cluster-based Indexing 
Holidays DBN-CBI 74.71

  SAE-CBI 72.36

Database No. of Images Average Precision (%) using Similarity-based Indexing 
MIT-Vistex   Deep Belief Network Stacked auto-encoder 

 10 98.45 97.2

  20 96.25 95.3

  30 90.83 92.5

  40 85.31 81.25 

   50 77.25 70.75 

Database No. of Images Average Precision (%) using Cluster-based Indexing 
MIT-Vistex Deep Belief Network Stacked auto-encoder 

 10 96.25 94.3 

 20 94.32 92.1 

 30 89.75 87.63 

 40 82.81 81.25 
  50 73.25 70.75 

Table 2. Average precision (%) on Holidays dataset based on cluster-based indexing. 

Table 3. Average precision (%) on Vistex dataset based on similarity-based indexing. 

Table 4. Average precision (%) on Vistex dataset based on cluster-based indexing. 
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In Tables 1-4, the results depict that among the two utilized deep learning models, 
DBN has superior results as compared to SAE. Also, from the two utilized indexing tech-
niques, similarity-based indexing has higher results in comparison to cluster-based index-
ing. This is so because, DBN has more number of hidden layers and can retrieve more 
similar images as compared to SAE and by using similarity-based indexing, the whole 
utilized dataset can be divided into varied parts depending upon the choice of the user. 
Thus, Deep belief network based on similarity based indexing (DBN-SBI) has higher re-
sults than any other combination, i.e. (DBN-CBI, SAE-SBI and SAE-CBI). 

In addition, Wilcoxon signed rank test has also been done to compare the four devel-
oped models. The tests essentially calculate the difference between sets of pairs and ana-
lyzes these differences to establish if they are statistically and significantly different from 
one another. Firstly, DBN-SBI is compared with SAE-CBI and then DBN-CBI is com-
pared with SAE-SBI to find the difference between given pairs. The results obtained are 
given in Table 5. 

In order to enhance the comparison, box plot charts have been shown in Figs. 6 and 
7. The box plot chart in Fig. 6 depicts the deviation in precision and recall values by using 
the four techniques for Vistex dataset and Fig. 7 depicts the box plot chart for deviation in 
precision from the average value by using Holidays dataset. In Fig. 6, each technique has 
been shown two times on x-axis by T1, T2, T3 and T4, one each for precision and recall 
values.  
 

Table 5. Results of Wilcoxon signed rank test using four techniques on Vistex dataset. 

  
Fig. 6. Box-plot on Vistex dataset.            Fig. 7. Box-plot on Holidays dataset.   

        

There are different distance metrics which have been utilized for calculating the sim-
ilarity between a query image and complete database images. Both the indexing techniques 
have been evaluated with varied distance metrics. The results obtained by using varied 

Pairs used Value of Z Value of p Value of W 

DBN-SBI and SAE-CBI Z = 1.7838 
p = .03754 

significant at p < .05

W = 10 
Critical value of W 

at N = 10 is 10 

DBN-CBI and SAE-SBI Z = 2.4973 
p = .03754 

significant at p <. 05

W = 3 
Critical value of W 

at N = 10 is 10 
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distance metrics [36, 37] on similarity-based indexing on both the datasets are given in 
Tables 6 and 7. Some of the prominent distance metrics are: 

2

1
(| ) |

n

Euclidean j jj
Distance I D


     (4) 

1/

1
(| ) |

n P
Minkowski j jj

Distance I D


       (5) 

The results in Tables 6 and 7 shows that among all the utilized distance metrics, Eu-
clidean has the highest results because it is based on weighted and normalized features of 
an image. The number of images for each cluster for Vistex dataset is given in Table 8. 

 
 

 
 
 
 

Table 7. Average precision (%) on various distance metrics on Holidays dataset. 

  

Table 8. No. of images present in each cluster based on Vistex dataset. 
Cluster (K = 8) Record count (No. of images/cluster)

1 49
2 174
3 81
4 246
5 56
6 34

 

In Table 8, the results depict that for Vistex dataset, the whole dataset has been di-
vided into 6 clusters (K = 6) and the record count represents the number of images present 
in each cluster. Then, if a query image is given by the user, its best matching cluster is 
obtained based on the minimum distance and finally, only the images present in that par-
ticular cluster are matched with the given query image to retrieve the top N images. The 
important parameters of the model are given in Table 9. 

 
Table 9. Various working parameters of the proposed system. 

Dataset Technique Average Precision (%) on various distance metrics 
    Euclidean Manhattan Cosine Jaccard Minkowski 

Holidays DBN 86.53 82.5 82.82 59.12 79.5 
  SAE 79.05 76.25 74.5 50.71 73.16 

Deep belief network 
Activation function = Restricted Boltzmann Machine (RBM) 
(2) RBM 1(Max. Epoch 10), RBM 2 (Max. Epoch 10) 

Stacked Auto-encoder 
Activation function = Spasity regularizer 
No. of layers = 2 
Epoch = 5

Similarity-based Indexing K = 6 (For Vistex), K = 8 (For Holidays)

Table 6. Average precision (%) on various distance metrics on Vistex dataset. 
Dataset Technique Average Precision (%) on various distance metrics 

    Euclidean Manhattan Cosine Jaccard Minkowski 
Vistex DBN 98.45 81.25 80.5 83.75 77.25 

  SAE 97.2 73 70.75 43 70.75 
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4.3 Time Performance Analysis 

Since the proposed hybrid descriptor is based on indexing, therefore the retrieval time 
[38] is indeed an important aspect to be considered. This section describes the retrieval 
time of the two utilized techniques namely DBN and SAE based on similarity-based in-
dexing on both Vistex and Holidays dataset and the comparison is given in Table 10. 

 
 

 

The results in Table 10 shows that DBN has less retrieval time as compared to SAE 
on both the utilized datasets. In order to validate the obtained results, the developed system 
has been compared with many state-of-the-art techniques in terms of retrieval time and 
average precision. In terms of retrieval time, the developed system uses less time to retrieve 
the desired images. This can be confirmed by focusing on Figs. 8 (a) and (b) for Vistex 
and Holidays dataset respectively. 

The results in Figs. 8 (a) and (b) shows that DBN-SBI (PM) has less retrieval time as 
compared to the related systems based on both the datasets. 

 

  
Fig. 8 (a). Retrieval time comparison on Vistex 
dataset. 

Fig. 8 (b). Retrieval time comparison on Holidays 
dataset.

 

4.4 State-of-the-Art Comparison to Other Techniques 

From all the experiments conducted over the two utilized deep learning models name- 
ly DBN and SAE on both the indexing techniques, it can be concluded that Deep belief 
network-Similarity based indexing (DBN-SBI) combination has the highest results. There-
fore, this DBN-SBI model has been compared to many-state-of-the-art techniques based 
on both MIT-Vistex and INRIA-Holidays dataset and the comparison based on both these 
datasets is given in Tables 11 and 12 for Vistex and Holidays dataset respectively. 

Technique Dataset Retrieval time (in seconds) 
DBN Vistex 0.073 
SAE Vistex 0.105 
DBN Holidays 0.149 
SAE Holidays 0.168 

Table 10. Retrieval time comparison between two utilized techniques. 
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Table 11. State-of-the-art comparison on Vistex dataset. 
 

 
 
 
 
 
 
 
 

 
Table 12. State-of-the-art comparison on Holidays dataset. 

 
 
 
 
 
 
 
 
   

 
The results in Tables 11 and 12 depict that the proposed model (PM) based on the 

exceptional combination of DBN-SBI has superior results as compared to many of the 
latest compared techniques on both Vistex and Holidays. Most of the compared techniques 
based on both the datasets does not employ any indexing technique for the fast retrieval of 
images. Moreover, some of the compared systems does not even employ any deep learning 
model to retrieve the desired images. But, the proposed system is a magnificent combina-
tion of deep learning with indexing and can retrieve the higher level of semantic infor-
mation from the utilized datasets. 

Individual Graphical user interface (GUI) [12, 39] has been designed for each dataset 
based on the top N retrieval. To show the retrieval accuracy, the top N images retrieved by 
using independent GUI for each dataset has been given in Figs. 9 (a) and (b). 

From Figs. 9 (a) and (b), the results show that based on the given query image by the 
user, the similar and relevant top N images have been retrieved by using the proposed 
DBN-SBI system. For Holidays dataset, top 5 images have been retrieved as there are 
maximum 6 images per category. And for Vistex dataset top 10 images have been retrieved.  

 
 

Fig. 9. (a) Retrieval results of top 5 images from Holidays dataset. 

Dataset Technique Average precision (%) 

Vistex Ref. [24] 90 
 Ref. [3] 86.53 
 Ref. [35] 89.9 
 Ref. [37] 97.5 
 Ref. [38] 93.5 
 Ref. [7] 92.14 

  DBN-SBI(PM) 98.45 

Dataset Technique Average precision (%) 

Holidays Ref. [24] 65.71 
 Ref. [16] 69.4 
 Ref. [34] 71.6 
 Ref. [13] 74 
 Ref. [15] 77 
 Ref. [19] 85.7 

  DBN-SBI(PM) 86.53 
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        Fig. 9. (b) Retrieval results of top 10 images from Vistex dataset. 

5. CONCLUSIONS 

In this paper, two Deep learning models namely DBN and SAE have been investi-
gated for their usage in image retrieval systems. These two models have been tested on 
two diverse indexing techniques namely Similarity-based indexing (SBI) and Cluster-
based indexing (CBI). Thus, based on these techniques, four different models have been 
created and tested namely DBN-SBI, DBN-CBI, SAE-SBI and SAE-CBI. And from these 
models, it can be concluded that DBN-SBI model has the highest results. To validate the 
given statements, various simulation results have been provided in terms of Precision, Re-
call, Retrieval time and the provided results have been compared to many existing and 
latest techniques. The future work will be concentrated on developing an efficient CBIR 
system with advanced versions of DBN and SAE with more number of hidden layers and 
to develop the system for practical applications like finger print detection, Industrial appli-
cation etc. with more superior indexing techniques. 
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