
JOURNAL OF INFORMATION SCIENCE AND ENGINEERING 36, 1353-1374 (2020) 
DOI: 10.6688/JISE.202011_36(6).0014    

1353  

An Asymmetric Filter Based 3D Synthesis Algorithm  
with Depth Region Classification 

 
PEI-JUN LEE, HONG-LI LIN AND TRONG-AN BUI 

Department of Electrical Engineering 
National Chi Nan University 

Nantou, 545 Taiwan 
E-mail: pjlee@ncnu.edu.tw; honglilin@hotmail.com; trongan93@gmail.com 

 
To reduce geometric distortion in three dimensional (3D) synthesized images and 

high computation time in the depth map preprocessing, this paper proposes a region clas-
sification based asymmetric filter for depth map preprocessing. First, the depth map can 
be classified into three types of region: depth continuous region, sharp depth transition 
regions with, and without vertical lines. To maintain 3D experience and reduce computa-
tion time, the depth value in the depth continuous region is left unchanged, such as the 
background region. For the sharp depth transition regions, we determine the presence or 
lack of vertical lines. Next, an adaptive Horizontal Gaussian filter is used to reduce rubber-
sheet holes generated in the region which does not contain vertical lines. Additionally, an 
adaptive Gaussian filter based on the vertical line direction is used to reduce geometric 
artifacts and further reduce the computation time compared to other asymmetric Gaussian 
filters used in the region which has vertical lines. The proposed algorithm can improve the 
quality of the Depth-image-based rendering (DIBR) virtual views by using depth sensors. 
According to the experiment result, the computation time is reduced by 90-95% compared 
with the asymmetric Gaussian filter. Moreover, the vertical line comparison and the skew-
ness comparison show that geometric distortion is reduced obviously and the 3D experi-
ence is preserved successfully.  
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1. INTRODUCTION 

In recent years, 3D technologies have been developed very rapidly. Virtual Reality 
(VR) [1] is a trend of multimedia application. Therefore, the research topics related to 3D 
content are very focused. However, the cost of traditional 3D video captured by multiple 
image sensors is very high. Depth-image-based rendering (DIBR) is the most popular tech-
nology to generate virtual views [2] for 3D displays by using a depth sensor [3]. DIBR 
technology is based on a stereo camera configuration where a color image and its corre-
sponding depth map are used to develop a warping formula as Eq. (1). 
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where xl and xr are the pixel coordinates of the generated virtual left and right images, 
respectively. xc is the pixel coordinate of the intermediate view. tx represents the baseline 
distance between the left and right cameras, f is the focal length and Z is the depth distance 
from the object point to the left (cl) or right (cr) cameras. 
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A block diagram of the DIBR system is shown in Fig. 1. However, the depth value 
distribution is non-linear so holes or rubber-sheet artifacts occur in the sharp depth transi-
tion (big hole) regions and the depth discontinuity (creek hole) regions after image warping 
[4], especially in the depth image which is captured by depth sensor. To improve the 3D 
quality of the virtual views and reduce the computation time for the hole-filling process 
[5], depth map pre-processing [6, 7] are used before the 3D image warping to reduce hole 
occurrences. 

 

 
Fig. 1. Block diagram of DIBR. 

 

The most popular method of depth map pre-processing is to design a smoothing filter 
and apply it to the hole depth map. The smoothing filter can reduce the small depth dis-
continuities and soften the sharp depth transitions, thereby to decrease the subsequent gen-
eration of creek holes and big holes in the virtual views. The symmetric Gaussian filter [8] 
and the symmetric bilateral filter [9] are designed for depth pre-processing. Both filters 
cause the depth values of the object boundaries to become smoother than the original depth 
map. However, the pre-processing of the depth map usually generates other artifacts, such 
as rubber sheet artifacts, geometric distortion and even the degradation of depth perception. 
Geometric distortions in the smoothed region are generated after applying the symmetric 
smoothing filter to the hole depth map. Based on observations made during previous 3D 
studies, geometric artifacts easily occur in vertical lines in the foreground and in back-
ground areas of sharp depth transition. Therefore, an asymmetric Gaussian filter [10] is 
proposed to reduce the geometric distortion.   

The asymmetric filter is designed using the vertical smoothing strength [10] which is 
greater than the horizontal smoothing strength. However, the computation time of the 
asymmetric filter when the applied entire depth map is higher than that of the symmetric 
filter. To preserve the 3D experience and reduce the computation time, a region-based 
smoothing filter [11] is proposed to smooth the depth map, which divides the depth map 
into hole region and non-hole region then they adopted different smoothing strength asym-
metric filters for the depth map. Therefore, the depth information in the non-hole region is 
preserved such that the 3D experience can be improved. Even though the computation time 
is reduced, the geometric distortion still occurs when using these methods, especially in 
the hole regions containing edges. A directional Gaussian filter is used to reduce the geo-
metric distortion in the hole-regions, but the 3D effect is worse than that in [10]. An edge-
based asymmetric Gaussian filter [12] is used to reduce the geometric distortion in the hole 
region, such that the 3D experience in the non-hole region is preserved and the computation 
time could be reduced. 

To reduce the computation time, the depth information is preserved to maintain the 
3D experience in the non-hole region. In the hole region, an adaptive edge-oriented depth 
map smoothing filter (AEODF) is proposed in [13], [14] proposed an edge-dependent 
depth filter, and [15] proposed an adaptive edge-oriented smoothing filter with adaptive 
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content (AAEODF) to reduce the hole occurrence. Moreover, in hole regions with vertical 
lines, the constant depth value is used in [12], and the asymmetric Gaussian filter is used 
in [13, 15] to reduce the geometric distortion, respectively. However, these algorithms 
generate new depth discontinuities, such as depth value mixing on background and fore-
ground boundary regions and over smoothing in shape depth transition regions. Therefore, 
the regions of the depth map should be classified according to detail. 

This paper proposes a region classification based asymmetric filter for depth map pre-
processing. In order to maintain 3D experience and to reduce computation time, the pro-
posed algorithm does not change the depth value in-depth continuous regions, such as 
background regions. Firstly, in sharp depth transition regions, the proposed algorithm de-
termines whether the regions contain vertical lines or not. Secondly, in the region without 
vertical lines, this paper proposes an adaptive horizontal Gaussian filter to reduce the rub-
ber-sheet hole generation. Thirdly, in the region with vertical lines, we reduce depth value 
mixing at background/foreground boundaries and over-smoothing in sharp depth transition 
regions. This paper proposes an adaptive Gaussian filter based on the direction in which 
the background vertical lines extend from the edge of the foreground objects in order to 
reduce geometric artifact generation and reduce the computation time even more than other 
asymmetric Gaussian filters did. According to the experiment results, the computation time 
is reduced by 90~95% compared with the asymmetric Gaussian filter. Moreover, the ver-
tical line comparison and the skewness comparison show that the geometric distortion is 
noticeably reduced and the 3D experience is preserved. 

  This paper is organized as follows. The proposed algorithm is presented in Section 
2. The experiment results are shown in Section 3. The conclusion is given in Section 4. 

2. THE PROPOSED ALGORITHM 

As we know, most of the depth map can be classified as a non-hole region due to its 
continuous depth value, as indicated by the orange squares in Figs. 2 (a) and (b). The or-
ange square is a related position of the final synthesized [16] view [17], so it is clear to be 
classified into the non-hole regions. To preserve the depth quality of depth continuous 
regions in the depth map, this paper does not change the initial depth value. Thus, the 3D 
experience is preserved and the computation time is not increased in these regions. In the 
depth transition regions, geometric distortion will occur in synthesized virtual views with 
vertical lines as shown in the areas denoted by red squares in Figs. 2 (c) and (d). To improve 
the quality of the synthesized virtual views and reduce the computation time, this paper 
proposes a region classification-based algorithm to apply adaptive Gaussian filters in dif-
ferent regions. 

The proposed adaptive horizontal Gaussian filter is used solely in hole regions with-
out vertical lines (as denoted by the green squares in Figs. 2 (a) and (b)) to reduce the depth 
transition in the depth map, then the quality of the synthesized virtual views in this region, 
which is called a “Type A” region, is improved. Since the smoothing strength and the 
smoothing region are adaptive to the hole length, the computation time and the distortion 
will be reduced in this region. 

Geometric distortion is the main problem when depth map pre-processing is used, 
especially in hole regions that contain vertical lines which are called “Type B” regions. 
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Fig. 3. The flow chart of the proposed algorithm. 

Therefore, in general, a vertical Gaussian filter is used in hole regions with vertical lines 
to reduce the geometric distortion, the drawback of this method is that the computation 
time is greatly increased. An adaptive symmetric Gaussian filter is proposed to smooth 
sharp depth transition in Type B regions. The vertical smoothing area can be determined 
and the smoothing strength of the proposed vertical Gaussian filter is based on foreground 
object protection such that the proposed algorithm can reduce the geometric distortion in 
the synthesized virtual views in hole regions which have vertical lines. 

 

    
              (a)          (b)          (c)           (d)  

Depth continuous regions 
Hole regions without vertical lines (Type A) 
Hole regions with vertical lines (Type B) 

Fig. 2. The depth map region classification and its corresponding synthesized virtual view. 
 

The flow chart of the proposed algorithm is shown in Fig. 3. First, hole detection is 
used to divide the depth map into depth continuous regions (non-hole regions) or depth 
transition regions (hole regions). Then the proposed adaptive horizontal Gaussian filter is 
used in the depth transition regions to reduce the hole occurrence. Then, vertical line de-
tection is applied to the corresponding color image of the depth map to determine Type A 
or Type B regions. A vertical smoothing area determination and a foreground protected 
vertical Gaussian filter are proposed in Type B regions to reduce the geometric distortion. 
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Fig. 4. (a) A depth map after the application of a horizontal smoothing filter of constant strength; 
(b) enlarged detail of (a). 

2.1 Depth Transition Region (Hole Region) Determination 

Holes occur in synthesized virtual views where a sharp depth transition exists in the 
depth map. Therefore, smoothing these sharp depth transition regions of the depth map can 
reduce the rate of occurrence of geometric distortions. In depth continuous regions, the 
depth values remain unchanged and then the computation time of the depth map pre-pro-
cessing is not increased and the 3D experience is preserved in these regions. 

The depth transition regions are detected by Eq. (2): 

0
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where p(x, y) is the disparity value (parallax) of (x, y) which is estimated using the fast 
parallax look-up table [15]. M is the largest parallax. Usually, M is equal to 5% of the 
image width. s(x, y) is the initial depth value of (x, y). Here we use the method proposed 
in [15] to detect the depth transition regions and label these regions Labelp(x, y) = 1. 

Further, we set the threshold Th0 = 20 to determine the hole regions. For the left view 
image, holes occur on the depth map in areas of low to high depth transition and vice versa 
for the right view image. If Labelp(x, y) = 0, then the region is determined as a depth con-
tinuous region, and the processed depth value ŝ(x, y) is equal to the initial depth value. 

ŝ(x, y) = s(x, y) (3) 

In depth transition regions, rubber-sheet artifacts will occur in the synthesized views. 
Therefore, a horizontal smoothing filter is proposed to reduce the size of any creek holes 
in the synthesized views. In addition, a vertical Gaussian filter is used in hole regions which 
contain vertical lines to reduce the geometric distortion in the synthesized views. 

2.2 The Proposed Adaptive Horizontal Gaussian Filter 

In general, the strength of the horizontal smoothing filter which is used to eliminate 
the depth sharp transition in the depth map is constant, thus the size of the hole in the 
synthesized virtual views is reduced. However, if there are two objects in the foreground 
and the distance between these two objects is less than the filter strength, such as the two 
objects hand and head as shown in Fig. 4, then these two objects and the background gap  

 

 
                         (a)           (b) 
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will be assigned with the same depth values in the processed depth map. Therefore, some 
errors will occur in this region of the synthesized virtual image. For instance, errors will 
occur in the right side of the image because the difference in depth value between the hand 
and the head of the figure on the right side of Fig. 4 is very small. 

To solve the above problem, an adaptive horizontal Gaussian filter based on the back-
ground region width is proposed to reduce the depth discontinuity in the depth map and 
consequently, the size of the creek holes in the synthesized views is also reduced. To de-
crease the computation time in advance, this paper proposes an adaptive horizontal Gauss-
ian filter Eq. (4) which is used only in the depth transition regions. Moreover, the smooth-
ing strength  is dependent on the estimated hole length and background region width as 
shown in Eq. (5). Then the processed depth value ŝ(x, y) is obtained from Eq. (6). 
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where m[sb, sf], sb = min(2, backgourng width), sf =   g(x, ) is the horizontal Gaussian 
smoothing filter. ŝ(x, y) is the smoothed depth value, s(x, y) denotes the original depth 
value. Here the window size is [i, i], i is set to 3. Furthermore, the smoothed region is 
from the pixel sb to the pixel sf, where sb belongs to the smoothed region of the background 
and sf belongs to the smoothed region of the foreground. 

An illustration of the proposed horizontal smoothing filter is shown in Fig. 5. The 
green points are the depth transition pixels which are detected by Eq. (2) with Labelp(x, y) 
= 1. The red boxes show the window size of the horizontal filter, and the blue boxes show 
the smoothed regions. It is more important in terms of the viewing experience to preserve 
the depth information in the foreground, then when the width of the background gap be-
tween two foreground objects is larger than the filter strength, as in the row of point A in 
Fig. 5, the number of pixels which are altered by the filter should be smaller in the fore-
ground than in the background. 

Therefore, the width of the smoothing region is set at 2 in the background and at  
in the foreground. If the width of the background gap between two foreground objects is 
less than the filter strength as in the row of point B in Fig. 5, the smoothing region for the 
background would be changed based on the background gap between the two foreground 
objects. The proposed adaptive horizontal smoothing filter can reduce the rubber sheet 
artifacts which occur in the background gaps between foreground objects. 
 



AN ASYMMETRIC FILTER BASED 3D SYNTHESIS ALGORITHM WITH DRC 1359

(7) 

   
Fig. 5. Adaptive horizontal Gaussian filter for 
left boundary. 

Fig. 6. Vertical line detection. 

2.3 Vertical Line Detection 

The depth map is processed using a horizontal smoothing filter to reduce hole occur-
rence for DIBR generated virtual views. Geometric distortion will occur in the depth tran-
sition regions which have vertical lines in the background of the depth map. To preserve 
the vertical lines in the depth transition regions, the proposed algorithm first detects the 
locations of the vertical lines in the background of the depth map, then applies an adaptive 
vertical Gaussian filter to smooth this region.  

The vertical line detection method proposed in [13] is also used in this paper. Fig. 6 
illustrates the vertical line detection performed on the corresponding color image of the 
depth map. First, the edge detection operation is performed in the background, then we 
check the pixels p̂ (x, y+q), q = 1, ..., r, with vertical vectors and mark them as Ve(x, y + q) 
using Eq. (7), 

1 01, if | * | , where ( , )< ( , )+  and ( , ) 1
( , )

0,otherwise
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for q{1, 2, …, r}, or q{1, 2, …, r}. Here, pq = p̂ (x, y+q) is in the background in 
which q{1, 2, …, r} are for the upward vertical direction of the highest predicted hole 
pixel p̂ (x, y) and q{1, 2, …, r} are for the downward vertical direction of the lowest 
predicted hole pixel p̂ (x, y) with Labelp(x, y) = 1 in a column. The threshold Th1 is set to 1 
and “ ” is the convolution operator, and G in Eq. (7) is a 3×3 vertical Sobel convolution 
kernel. 

Based on Eq. (7), the proposed method uses Eq. (8) to identify the pixels VL(x, y) in 
the background of the depth map which contains vertical lines on the hole pixel located at 
(x, y). Eq. (8) is used to search the pixels with vertical vectors with up or down directions 
and to count the number of pixels with the vertical vector as Fig. 6. 
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If the number of pixels with the vertical vector is larger than the threshold Th2, the 
label VL(x, y) is given 1. The threshold Th2 is set to 1, and the searching length r is set to 
20. The thresholds setting is referred to in the paper [18]. 
 
2.4 Vertical Smoothing Area Determination 

 
In depth transition regions containing vertical lines, geometric distortion in the syn-

thesized views will be reduced by the vertical Gaussian filter [13, 15]. Their purpose is to 
smooth the change of the depth value in the vertical line region. However, if the vertical 
line area is not detected accurately, a new depth discontinuity will be generated in this 
region. An example is shown in Fig. 7 (a), where the depth value of the background/fore-
ground boundary adjacent region is easily over-smoothed by the vertical Gaussian filter. 
Here, the area which needs vertical smoothing should be determined, and then the vertical 
smoothing filter is applied only near the vertical line and in the background. A comparison 
of the results yielded by the proposed algorithm with an extended smoothing region and 
those yielded by the methods in [13, 15] are shown in Fig. 7 (b). Thus, the 3D experience 
in the foreground is preserved and, due to the smaller smoothing region and the smaller 
smoothing mask, the computation time is also reduced. 

 

     
              (a)  

       
(b)                 

Fig. 7. Depth pre-processing results; (a) without 
extending the vertical smoothing region; (b) 
with extending the vertical smoothing region.

Fig. 8. Vertical smoothing area determination. 
 

 

Two vertical smoothing filters will be adopted into up-direction parts and down-di-
rection parts of vertical smoothing regions, respectively. Which are in order to preserve 
the depth information in the foreground and reduce the computation time. An illustration 
of the smoothing region determination is shown in Fig. 8 where the up-direction part is 
explained and vice versa for the down-direction. The red lines surround the depth transition 
regions which were smoothed using the horizontal smoothing filter (5). The two red out-
lined regions shown in Fig. 8 represent different possible region types. Region A is a depth 
transition region without vertical lines. Region B is a depth transition region with a vertical 
line (shown in orange) VL(x, y) (7). In order to decrease the computation time, only the 
regions of depth transition containing vertical lines (Type B regions) will need to be 
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smoothed by the vertical Gaussian smoothing filter. Regions of depth transition containing 
no vertical lines (Type A regions) will not require vertical smoothing. Therefore, these 
regions are not smoothed by the vertical Gaussian filter. If vertical lines exist in a region 
smoothed by the horizontal smoothing filter, then the region is determined to be a vertical 
smoothing (Type B) area and the vertical filter is applied. 

The upper- or lower-most pixels in a Type B region are labeled by h(x, y) = 1 as in the 
yellow points in Fig. 8. These points are boundary pixels between a hole region and the 
background. After the boundary pixels are found, these pixels will be extended to kk block 
regions and labeled by h(x, y) = 1 as in the blue areas shown in Fig. 8. The window length 
k is set to 5. The reason for extending the smoothing region beyond the topmost pixel is to 
reduce the generation of new depth discontinuities along the boundaries as shown in Fig. 
7 (a). Finally, all yellow points and blue points (h(x, y) = 1) in the Type B regions are the 
pixels which will be smoothed by the proposed vertical Gaussian filter. 

3. FOREGROUND PROTECTED VERTICAL GAUSSIAN FILTER 

To reduce geometric distortion in Type B regions of the synthesized views, a vertical 
Gaussian filter based on foreground protection is proposed to smooth Type B regions of 
the depth map. In order to avoid destroying the depth information in the foreground, only 
the background and regions of depth transition are smoothed. Moreover, the proposed ver-
tical Gaussian filter in Eq. (9) is used only in the regions which have been determined to 
contain vertical lines so that not only the generation of new depth discontinuities to reduce 
hole and to increase 3D experience but also the computational time can be reduced as 
shown in Fig. 7 (b). Then the processed depth values sV(x, y)

 
are obtained from Eq. (10). 

2

2

1
( , ) exp( )

2

y
g y 


  , (9) 

3

3

3

3

ˆ( , ) ( , )

( , ) ,  ( , ) 1,
( , )

j
V

j

s x y n j g j

s x y n h x y
g j
















 
   





  (10) 

where, n[sb, sf], sb = 3, sf = 0, the vertical smoothing strength  is much greater than the 
horizontal smoothing strength.  is set to 90. Here the vertical smoothing window size is 
[j, j], and j is set to 3.         

The region to be smoothed by the proposed vertical smoothing filter is from the bound-
ary of the object in the foreground to the background. Therefore, the region to be smoothed 
in the foreground is zero, and the region in the background in Fig. 9 shows a comparison 
of the regions smoothed by vertical Gaussian filters using the proposed algorithm as Fig. 
9 (a) and using the algorithm in [13] as Fig. 9 (b). In Fig. 9, the background is the field to 
be shown with black color, the foreground is the field to be shown with the gray color. The 
region between these 2 colors, which needs to be smoothed. Finally, the processed depth 
value is obtained from Eq. (11). 
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(a)                 (b) 

Fig. 9. The region to be smoothed using the proposed algorithm in (a), and the algorithm in [13] in (b). 

4. EXPERIMENT RESULT 

In this section, a series of test sequences provided by the Advanced Three-dimensional 
Television System Technology (ATTEST) [18] are used to evaluate the performance of 
the proposed smoothing method in the DIBR system. In this paper, we use 5 test video 
sequences with different view parallax, vertical lines and high or low motion in picture. 
We found there are two kinds of sequences. The test sequences are divided into two cate-
gories. The first contains the sequences which have vertical lines and includes the Inter-
view, Ballet, and Café sequences in Figs. 10 (a)-(c). The second category contains the se- 
quences which do not have vertical lines and includes the Balloon and Break-dancer se-
quences in Figs. 10 (d) and (e). The picture size of all these five sequences is 1024768. 
In addition, we also have a version of the Café sequence with the picture size 720576. 
The color images and their corresponding depth maps are shown in Fig. 10. The environ-
ment for this experiment is as follows. The configuration of the test computer includes a 
CPU with 4 cores, 8 threads; 16GB of RAM; and the GPU with GDDR5 2GB standard 
memory, 1033 MHz Boast Clock. 

The proposed method will be compared with the following methods; the symmetric 
Gaussian filter [8], the asymmetric Gaussian filter [10], the AEODF [13] and the AAEODF 
[15]. The main comparison will be on regions with holes and vertical lines processed using 
the AEODF and the AAEODF. There are five scores including the PSNR of the virtual 
view, skewness, vertical line, computation time, and MOS score for 3D view experience 
[19] to be compared. 

 

 
(a)    (b)        (c)      (d)       (e) 

Fig. 10. Original and depth map of the five sequences. 
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Fig. 11 shows the depth maps of the sequence “Interview 720576” produced by the 
symmetric Gaussian filter [8], asymmetric Gaussian filter [10], AEODF [13], AAEODF 
[15], and the proposed fast non-geometric smoothing method, respectively. Fig. 11 is the 
rendered left-view images using DIBR. The generated depth maps shown in Figs. 11 (d) 
and (e) have new depth discontinuities within the yellow squares, but the proposed method 
produces a more continuous and smooth image as shown in Fig. 11 (f). For ease of obser-
vation, the sections of the images in the yellow squares of Figs. 11 (d)-(f) are enlarged and 
presented in (g), (h), and (i), respectively. 

 

 
(a)                  (b)                  (c) 

 
(d)                   (e)                   (f) 

     
         (g)          (h)      (i) 

Fig. 11. Produced depth map of the sequence “Interview”; (a) Non-smoothing; (b) Symmetric Gauss-
ian filter [8]; (c) Asymmetric Gaussian filter [10]; (d) AEODF [13]; (e) AAEODF [15]; (f) Proposed 
algorithm; (g), (h), and (i) enlarged detail of the AEODF [13], the AAEODF [15] and the proposed 
algorithm, respectively. 

 

Fig. 12 (a) is the generated left-view image with the initial, unprocessed depth map, 
in which a rubber-sheet artifact occurred due to the large size of the hole. Fig. 12 (b) is the 
left-view image generated using symmetric smoothing, in which geometric distortion is 
produced due to the changed depth values at the boundaries in the background. The virtual 
view using the depth map generated through asymmetric Gaussian smoothing is shown in 
Fig. 12 (c), in which the geometric distortion is reduced in the left-view images. Because 
of the vertical smoothing area determination process, the left-view image generated by the 
proposed algorithm shown in Fig. 12 (f) is smoother than each of the left-view images 
generated by the AEODF and the AAEODF as shown in Figs. 12 (d) and (e), respectively. 
It is seen that new depth discontinuities generate when using AEODF and AAEODF. 
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                     (a)         (b) 

  
            (c)         (d) 

  
               (e)         (f) 
Fig. 12. Virtual left-view image of the sequence “Interview” produced from a processed depth map; 
(a) Non-smoothing; (b) Symmetric Gaussian filter [8]; (c) Asymmetric Gaussian filter [10]; (d) 
AEODF [13]; (e) AAEODF [15]; (f) Proposed algorithm. 

 

Figs. 13-16 are side by side comparisons of left view synthesized images taken from 
the test sequences “Interview 1024768”, “Break-dancer1024768”, “Ballet1024768”, 
and “Café1024768”. Each of these figures shows an image generated using the original 
unprocessed depth map, as well as those generated using depth maps which have been 
preprocessed in the following five ways; the symmetric depth smoothing method, the 
asymmetric depth smoothing method, AEODF, AAEODF, and the proposed fast non-ge-
ometric smoothing method in DIBR, respectively. The rubber-sheet artifact is obvious 
when the initial depth map is used. These results are shown in Figs. 13-16 (a). Geometric 
distortion occurs in the images synthesized using the symmetric smoothing filter as shown 
in Figs. 13-16 (b). There is a significant reduction of geometric distortion when using the 
asymmetric smoothing method shown in Figs. 13-16 (c). Although the effect of the pro-
posed algorithm is worse than the effect of the asymmetric Gaussian filter, the computation 
time of the proposed algorithm is less than that of [10] while the reduction of geometric 
distortion is more significant compared to [13, 15]. The geometric distortion is still gener-
ated when using AEODF or AAEODF algorithms. The results are shown in Figs. 13-16 (d) 
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and Figs. 13-16 (e). Because of the inaccurate vertical line detection, the asymmetric Gaus- 
sian filter used in AEODF and AAEODF methods are not applied to all of the hole regions 
which have vertical lines. However, the proposed method still reduces the geometric dis-
tortion because of the large vertical smoothing area near the vertical lines. The significant 
results are shown in Figs. 13-16 (f). 
 

 
(a)                 (b)               (c) 

 
(d)                 (e)               (f) 

Fig. 13. Virtual left-view image of the sequence “Interview” produced from a processed depth map; (a) 
Non-smoothing; (b) Symmetric Gaussian filter [8]; (c) Asymmetric Gaussian filter [10]; (d) AEODF 
[13]. (e) AAEODF [15]; (f) Proposed algorithm. 

 
 

 
             (a)               (b)            (c) 

 
         (d)             (e)               (f) 

Fig. 14. Virtual left-view image of the sequence “Break-dancer” produced from a processed depth 
map; (a) Non-smoothing; (b) Symmetric Gaussian filter [8]; (c) AEODF [13]; (d) AAEODF [15]; (e) 
Asymmetric Gaussian filter [10]; (f) Proposed algorithm. 
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(a)             (b)             (c) 

 
(d)             (e)             (f) 

Fig. 15. Virtual left-view image of the sequence “Ballet” produced from a processed depth map; (a) 
non-smoothing; (b) Symmetric Gaussian filter [8]; (c) Asymmetric Gaussian filter [10]; (d) AEODF 
[13]; (e) AAEODF [15]; (f) Proposed algorithm. 

 

 
(a)             (b)             (c) 

 
(d)             (e)             (f) 

Fig. 16. Virtual left-view image of the sequence “Café” produced from a processed depth map; (a) 
non-smoothing; (b) Symmetric Gaussian filter [8]; (c) Asymmetric Gaussian filter [10]; (d) AEODF 
[13]; (e) AAEODF [15]; (f) Proposed algorithm. 

 

Among the methods of depth map pre-processing, the asymmetric Gaussian filter has 
the best performance in solving the problem of geometric distortion. Therefore, the refer-
ence image for the objective scores comparison is the virtual view image generated by the 
asymmetric Gaussian filter. The objective scores of the generated virtual views are MSE 
and PSNR in Eqs. (12) and (13). 

1 1 2

[ ]
0 0

1
( , ) ( , )

m n

method asy method
x y

MSE I x y I x y
m n

 

 

 
      (12) 
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255
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MSE

   (13) 

The PSNR value (PSNR[method]) for each method is obtained by calculating the 
MSEmethod between the generated depth map (Iasy(x, y)) with asymmetric Gaussian filter [10] 
and the generated depth map (I[method](x, y)) with symmetric Gaussian filter, AEODF, 
AAEODF, and the proposed method. The illustration of the PSNR comparison is shown 
in Fig. 17.  

 

 
Fig. 17. Illustration of PSNR[method]. 

 
Table 1 is the PSNR comparison in which the reference image is the virtual view 

image generated using the asymmetric filter. The virtual views generated using the pro-
posed algorithm have satisfactory results in the sequences “Interview”, “Ballet”, and 
“Café”. There are a lot of vertical lines in these three sequences, so the smoothing regions 
are larger than those when using AEODF or AAEODF. The effects of the depth map pre-
processing are more similar to those of the asymmetric Gaussian filter. 

 

Table 1. PSNR comparison. 

Algorithm 
Interview 
720×576 

Interview
1024×768

Ballet 
1024×768

Café 
1024×768

Balloon 
1024×768

Break dancer 
1024×768 

Symmetric [8] 29.189 31.277 36.460 29.494 32.573 37.913 
AEODF [13] 28.658 30.568 35.349 28.498 31.785 37.406 

AAEODF [13] 28.707 30.508 35.506 28.495 31.894 37.473 
proposed 29.044 30.819 35.646 28.553 31.803 37.425 
 

Because the PSNR of the virtual view image cannot absolutely express the effect of 
the 3D experience. The geometric distortion reduction of the different methods for depth 
map pre-processing, the calculations of the vertical lines and the skewness will also be 
compared. 

The vertical line comparison is used to compare the geometric distortion in the regions 
with vertical lines. The concept of vertical line detection is adopted from [13]. 

In Eq. (14), pixels with a vertical vector are labeled label(x, y) = 1. Fig. 18 is an 
illustration of vertical line detection. O is the pixel at the location (x, y), a and b are the 
numbers of pixels through which the vertical vector continuously going upward and down-
ward, respectively, corresponding to Eqs. (15) and (16). 
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Fig. 18. Vertical line detection. 

 

label(x, y) = 1, |p  G| > Th3,    (14) 

1,  ( , ) 1, for upward vertical vector

1, ( , ) 1, for downward vertical vector

a a label x y k

b b label x y k

    
     

,   (15) 

a + b > Th4.   (16) 

If the total amount of the pixels containing the vertical line is larger than the threshold 
Th4, then the vertical line exists at the pixel O. In this paper, we use 5 sequences with 
completely different lighting and environmental conditions. In this paper, we use 5 test 
video sequences with different view parallax, vertical lines and high or low motion in pic-
ture. In Table 2, we use 3 different threshold value to do the testing. Set Th3 = 40 for the 
sequence Interview with size 1024  768; the Th3 = 60 for the sequence Interview with size 
720  576, Balloon and Breakdancer with size 1024  768 and Th3 = 75 for sequence Ballet 
and Café with size 1024  768. Those thresholds are found to satisfy [14] such that the 
possibility is about 80%. The Th4 is set to 20. The higher the score, the better the effect on 
the geometric distortion. 

 

Table 2. Vertical line comparison. 

Algorithm 
(1) 

720×576 
(1) 

1024×768
(2) 

1024×768
(3) 

1024×768
(4) 

1024×768 
(5) 

1024×768 
Threshold (Th3) 60 40 75 75 60 60 
Symmetric [8] 17594 38816 17245 8681 12441 6156 

Original 17301 38997 17373 8490 12137 6003 
Asymmetric [10] 18032 39893 17828 8624 12465 6166 

AEODF [13] 17556 39170 17383 8477 12167 6054 
AAEODF[15] 17871 39137 17276 8428 12175 6045 

proposed 17920 39085 17255 8562 12140 6045 
(1): Interview     (2): Ballet      (3): Café      (4): Balloon      (5): Breakdancer 

       

Table 2 shows the comparison results of vertical lines. The vertical view generated by 
the asymmetric Gaussian filter has the highest scores. The proposed method has nice scores 
in some sequences such as “Interview 720576” and “Café1024768”. 

An illustration of the skewness comparison is shown in Fig. 19. The reference image 
is the initial image, and the compared images are the virtual view images generated by 
different methods. 

The equations are as follows. 
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2 1

2 1

y yy
m

x x x


 
 

,  = arctan(m),  = |ori  [method]|,  (17) 

where m is the gradient, ori is the angle of the reference image which provides from test 
sequence, and [method] is the angle of the generated virtual view image by using difference 
DIBR methods. 
 

 
(a)                   (b) 

Fig. 19. Illustration of skewness. 
  

Table 3 is a skewness comparison. The smaller the angle, the less geometric distortion 
occurs in the virtual view image. The angle is always the smallest in the proposed algo-
rithm. The results shown in Table III mean that geometric distortion is reduced much more 
by the proposed algorithm than by the other algorithms. But, the result of sequence (with-
out vertical lines) Ballet 1024  768 by the proposed method is not better than Asymmetric 
Gaussian filter-based algorithm. 
 

Table 3. Skewness comparison. 

Algorithm 
(1) 

720×576 
(1) 

1024×768
(2) 

1024×768
(3) 

1024×768
(4) 

1024×768
(5) 

1024×768 
Symmetric [8] 10° 15° 15° 25° 0° 15° 

Asymmetric [10] 1° 1° 2° 0° 0° 5° 
AEODF [13] 1° 1° 5° 0° 0° 0° 

AAEODF [15] 1° 2° 5° 15° 0° 10° 
proposed 1° 1° 5° 0° 0° 0° 

(1): Interview     (2): Ballet       (3): Café   (4): Balloon   (5): Breakdancer 

 

In this paper, the main goal is reducing the vertical line geometric, because of the 
vertical line is one of un-comfortable reason for 3D viewing. From the simulation result, 
the proposed method has the lowest computation time in all of the 1024768 test sequences 
except “Café1024768”. This is due to the extended area in which the smoothing filter is 
applied despite the fact that there are actually fewer vertical lines detected in this sequence. 
However, even though the computation time is higher than those in [13, 15], the scores of 
the vertical line and skewness are also higher than those in [13, 15]. In this paper, because 
the one-dimensional vertical smoothing mask and the vertical smoothing region are only 
at the boundary of the hole regions without vertical lines, and in the background, the com-
puted pixels for the hole regions with vertical lines are reduced. It is seen that the compu-
tational time of the proposed algorithm is reduced about 90~95% compared to the asym-
metric Gaussian filter [10]. Table 4 is the computation time comparison in the unit of sec-
ond. 
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Fig. 20. MOS comparison with different algorithms; (a) and (b) for Interview; (c) and (d) Ballet; (e) 
and (f) for Café; (g) and (h) for Balloon; (i) and (j) for Break-dancer. 

In the proposed algorithm, the region to be smoothed is divided into non-hole regions, 
hole regions without vertical lines, and hole regions containing vertical lines. In hole re-
gions without vertical lines, the adaptive horizontal Gaussian filter is proposed. In the hole 
regions containing vertical lines, the vertical Gaussian filter is proposed. This is due to the 
extended area where the smoothing filter is applied despite there are actually fewer vertical 
lines detected in this sequence. Since the smoothing filter is applied in the extended area, 
even there are actually fewer vertical lines detected in this sequence. In hole regions with-
out vertical lines, the adaptive horizontal Gaussian filter is proposed. In the hole regions 
containing vertical lines, the vertical Gaussian filter is proposed. 

Due to the above reason, from the simulation result in Table 4 shows that the sequence 
“Café1024768” does not have the lowest computation time. 

Table 5 presents the Mean Opinion Score (MOS) comparison. The MOS comparison 
with different algorithms for different sequences is shown in Figs. 20 (a)-(e). The 3D ex-
perience of the virtual view images generated by the proposed method is the most com-
fortable for the human visual system in the sequences “Café” and “Break-dancer”. 

 

Table 4. Computation time (second) comparison. 

Algorithm 
(1) 

720×576 
(1) 

1024×768
(2) 

1024×768
(3) 

1024×768
(4) 

1024×768
(5) 

1024×768 
Symmetric [8] 85 180 180 180 184 179 

Asymmetric [10] 1188 2320 2524 2375 2321 2359 
AEODF [13] 356 858 1653 68 3 932 

AAEODF [15] 357 249 1263 24 15 230 
proposed 100 120 89 79 1 8 

(1): Interview (2): Ballet   (3): Café (4): Balloon (5): Breakdancer 

 

Table 5. MOS comparison. 

 

 
(a) (b) 
 

Algorithm 
Interview 
1024×768

Ballet 
1024×768

Café 
1024×768

Balloon 
1024×768

Break dancer 
1024×768 

original 6.75 5 7.25 6.25 5.5 
Symmetric [8] 7.5 6 7.5 7 6 

Asymmetric [10] 7.25 6 7.75 7 5.75 
AEODF [13] 6.25 5 7 6.5 5 

AAEODF [15] 6 6.5 7.25 6.25 5.75 
proposed 7 6.25 7.5 6.75 6.25 
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       (c)              (d) 

   
       (e)              (f) 

   
       (g)              (h) 

   
       (i)              (j)  
Fig. 20. (Cont’d) MOS comparison with different algorithms; (a) and (b) for Interview; (c) and (d) 
Ballet; (e) and (f) for Café; (g) and (h) for Balloon; (i) and (j) for Break-dancer. 
 

From the simulation results, the proposed algorithm provides better performance on 
geometric distortion reduction on the synthesized views and reduces the computational 
time most significantly on depth preprocessing. 
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5. CONCLUSION 

DIBR is a popular technology for advanced 3D-TV systems. Depth map pre-pro-
cessing is always used to improve the quality of the synthesized virtual view. Based on 
region classification, this paper has proposed an asymmetric filter to solve the geometric 
distortion and the high computation time problems in the depth map pre-processing. The 
depth map can be classified into 3 regions in the proposed algorithm. The adaptive hori-
zontal Gaussian filter is proposed to reduce the hole size in the generated virtual view’s 
hole regions. Therefore, the 3D experience is preserved in the non-hole regions and the 
computation time is reduced significantly. The vertical Gaussian filter is proposed to re-
duce the geometric distortion in the hole regions containing vertical lines. The size of the 
region to be smoothed by the proposed vertical smoothing filter is decreased by the vertical 
smoothing region determination.  

Therefore, the proposed algorithm can preserve the 3D experience in each or in dif-
ferent regions and reduce the computational time in depth preprocessing. Experiment re-
sults have shown that the computation time is reduced about 90~95% compared with the 
asymmetric Gaussian filter. Though the computation time is decreased, the 3D quality of 
the synthesized virtual views is still preserved. 
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