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Chicken cell abnormal identification by manual method that clearly lacks speed and 

accuracy. However, the success of deep learning techniques from the convolutional neural 
network (CNN), it may be providing solutions to cell biology laboratory tasks. This paper 
collected the novel chicken cell microscopic image datasets for training the different kinds 
of CNN models and optimizers to find promising applications that might be developed. 
The top model indicates that ResNet34 with Adam optimizer achieved training accuracy 
of 100%, testing accuracy of 98.14%, and the lower time on the outstanding confusion 
matrix. In addition, the validation result represented correct identification, guaranteeing by 
experts. This study shows the potential method to be improved to an application of identi-
fication systems in the actual animal and biology laboratories. 
 
Keywords: anomaly identification, chicken cell, microscopic image, artificial intelligence, 
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1. INTRODUCTION 
 

The success of deep learning indicates the significant potential for utilizing artificial 
intelligence in the real world [1]. Specifically, it will be possible to apply the convolutional 
neural network (CNN) to solve problems in cell biology laboratory tasks such as detection 
[2], tracking [3], screening [4], classification [5] and identification of anomalies of the cell 
[6]. However, in the animal science there have been no CNN operations, especially in the 
chicken cell biology laboratory. Chicken meat is one of the main proteins in human con-
sumption [7], but an important disease called chicken anemia virus (CAV) infected chick-
ens in the poultry industry [8]. Therefore, it is possible to use chicken cells to identify that 
are normal or abnormal cells by the effects of infectious disease. The rapid diagnosis of 
microscopic cell images is the solution to the identification of anomaly cells. Fortunately, 
the development of image processing techniques has utilized to the automatic identifica-
tion [9], with CNN for image classification [10]. The famous CNN development architec-
tures such as AlexNet [10], GoogleNet inception [11], VGGNet [12] and ResNet [13], all 
of architectures inside consist of several important layers [10, 14]. 

In the improvement of the CNN accuracy, we can select an optimizer to update the 
parameters, which is the optimization method [15]. The gradient descent optimization 
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involves simple calculating and is quick with large datasets. Seven types of gradient de-
scent optimizers were compared: Stochastic Gradient Descent (SGD) [15], Adaptive Gra-
dient (Adagrad) [16], Adaptive Delta (Adadelta) [17], Root Mean Square Propagation 
(RMSProp) [18], Adaptive Momentum (Adam) [19], Adaptive Max Pooling (AdaMax) 
[19], and Nesterov Adaptive Momentum (Nadam) [20]. We never know which optimizer 
will outperform the others for all cases of dataset. The theory is not sufficient in order to 
verify which optimizer is most suitable. The experiment should be performed to investigate 
the performance which might be appropriate for matching the properties of dataset. 

The aim of this study is to apply the well-known CNNs by optimization using seven 
optimizers to identify anomaly chicken cells. The model accuracy is evaluated by classifi-
cation evaluation to investigate which CNN architectures and which optimizers harmonize 
to generate the best results. In the validation phase, we used another unknown class of 
images to validate the model which might be applied for real operations. 

2. LITERATURE REVIEWS 

In this section, we provide a brief of the previous studies on CNN techniques for cell 
identification which have been proposed in recent years, as discussed below. 

Automation cervical abnormal cell screening via Pap smear or liquid-based cytology 
(LBC) has been developed [4], employing the CNN by AlexNet with SGD optimizer, the 
results representing accuracy of 98.3%. While, the counting of blood cells and molds in 
the method based on GoogleNet with RMSprop was proposed [6] by achieved a precision 
of 90.7%. Architecture based on the deep residual network of ResNet to accurate human 
Epithelial-2 (HEp-2) cell image classification to diagnosis of autoimmune disease [21]. 
The study achieved identification accuracy of 97.14% with the SGD optimizer. VGG16 
model with Adam optimizer were employed in the classification of the abnormal of tumor 
cells based on actin-labeled fluorescence microscopy images [22]. The results indicated 
training accuracy of 100.0% and testing accuracy of 97.2%. Feature extraction of AlexNet 
with the SGD to identify abnormalities of white blood cells which achieved average accu-
racy of 99% [23]. A comparison of VGG, ResNet with Adadelta optimizer, and GoogleNet 
with SGD for the diagnosis of cancer cell was presented [24]. The models give a new 
dimension to cytology studies where achieved an accuracy of 96.25%. 

According to various sources in the literature discussing cell classification by apply-
ing state-of-the-art deep learning, most approaches employ CNN to obtain solutions in the 
area of cell biomedicine for humans. There has not yet been an application to solve the 
target problem in animal cells, since those are dissimilar to the biomedical images, so this 
study seeks to find the solution by applying CNN with optimizers. 

3. THEORETICAL OF CNN ARCHITECTURES AND OPTIMIZERS 

3.1 CNN Architectures 

Among the modern CNN architectures proposed in the introduction, the three main 
layers [25] are suggested (shown as in Fig. 1). These are described as follows: 
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1. The Convolutional layer role play by weight sharing in the same feature map and pa-
rameters reduces the total number of parameters, targeting conduct on a small patch of 
image input for the extracted features. This layer employs a convolution filter over local 
patches of the input image by calculation in the following function 

j i ij j
i

C N K B    (1) 

where Cj indicates the output from the convolution process, Ni determines the input to the 
convolutional layer, Kij is the kernel of convolution, and bias is given by Bj 

Mj = A(Cj). (2) 

Mj defines the output feature map of the convolutional layer and A(Cj) is an activation 
function to compute non-linearity and handling non-linear features of the input. 
 
2. The Pooling layer is computed to reduce the feature map resolutions, and accordingly 
the number of parameters, to supersede where D(Nj) shows a pooling function in the fol-
lowing 

Cj = D(Nj) (3) 

The Pooling operation is picked and remains unchanged during training data. In op-
erations to compute both the maximizing value and averaging value over the feature map, 
the size of the feature map is reduced. 

 
Fig. 1. Basic CNN architecture. 

 
3. The Fully-Connected Layer from the pooling layer is where the feature is extracted 
and labeled by mapping in a fully-connected layer, with neurons changing to one dimen-
sion. Each current layer is linked to previous layers to obtain information on different po-
sition patterns with the connected layers. 

The basic CNN mentioned above, there are various architecture modifications in or-
der to handle more complex image datasets and problems, which are briefly explained of 
these modern architectures as follows: 
 
 AlexNet requires input 224×224 pixels 3 color channels, defined as stacked with con-

nected layers. The first convolutional layer has 96 kernel filters of size 11×11×3 and a 
stride of 4, while the second convolutional layer takes its input as max-pooling layers 
and utilizes 256 filters of size of 5×5×96. The third convolutional layer uses the size of 
3×3×256 with 384 filters connected to the max-pooling layer from the outputs of the 
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second convolutional layer. The fourth convolutional layer has defining filters of 384, 
and the fifth convolutional layer creates 256 filters with size of 3×3×384 and linked with 
max-pooling after the fifth layer. Two fully-connected there are 4,096 and 1,000 units 
by using the dropout to avoid overfitting and softmax classification with SGD optimizer. 

 GoogleNet is improved depth and width inside the network. The inception module com-
prises a sub-network by parallel operation with convolution filters. The inception reduc-
tion, it is determined that 1×1 convolutions are used before the size of 3×3, 5×5 convo-
lutions and after 3×3 max pooling. The output forwards to concatenate the filter and the 
next modules. The input 224×224 with 3 channels, comprising 22 convolutional layer, 
5 pooling layer, a 1024 units fully-connected, a dropout, SGD, and softmax. 

 VGGNet was developed based on AlexNet, the main increasing deep with small size 3×3 
convolution filters and input of 224×224 with 3 channels. It operates in convolutional 
layers and pooling by using five max-pooling layers. On 3 fully-connected, the first and 
second contain 4,096, while the third layer set 1,000 nodes, using SGD for optimization 
and classification with softmax. 

 ResNet adds the residual block that operated on the same dimensions of the input and 
output, and when the sizes of the input and output increased difference, the residual 
block shortcut was utilized. ResNet uses a 224×224 with 3 channel colors. The network 
consists of convolutional layers of 3×3 filters. ResNet also utilizes a batch normalization 
[26] layer after each convolution layer and before the activation. The final part calculates 
by the average pooling, and the fully-connected applies the softmax, SGD optimizer. 

3.2 Optimizers 

The seven different kinds of gradient descent optimization that are widely used [15], 
in providing the behavioral abilities each algorithm described in this essence. 
 
3.2.1 Stochastic gradient descent (SGD) 
  

Stochastic gradient descent (SGD) [15] computes the gradient of the cost function in 
θ to update training for faster learning performance. In addition, SGD can generate fre-
quent updates by high variance in fluctuates severely. SGD compared parameters (example 
such as x(i) and y(i)) to update in each training process computation 

( ) ( ): ( ; ; )i i
updateSGD lr lf x y       (4) 

where the learning rate is defined as lr and lf() for the loss function. Configurations for the 
good learning rate of 0.01 and 0.9 of momentum [27] are required for with SGD. 
 
3.2.2 Adagrad, or the Adaptive subgradient 

 
Adagrad, or the Adaptive subgradient [16], is produced for gradient-based optimiza-

tion. Adjusts the small value and infrequent steps for frequent parameters to improve the 
SGD and the large-scale training where gft as the gradient of the objective, lr at each time 
step assigning t for every θi based on the update, that has been calculated for θi, the sum is 
defined as i, for the squares of the gradients to θi up to t, while st determines the smoothing 
term while avoiding division by zero. ssqt comprises the sum of the squares of the gradient 
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with respect to all parameters θ along its diagonal, it then turns to a vector and can be 
implemented by operation in the following equation 

 
1, , ,

,

:update t i t i t i

t ii

lr
Adagrad gf

ssq st
    


 (5) 

3.2.3 Adadelta resolves the weakness of the Adagrad  
 
Adadelta resolves the weakness of the Adagrad [17] to reduce the decreasing lr re-

places accumulation by past squared gradients and creates a limitation of accumulated past 
gradients to a fixed size [15]. The value of rmse[∆θ]t with updates of the root mean squared 
error (RMSE) is approximated, and gf defines the gradient of the objective, lr as 1 and in 
the rmse[∆θ]t updates minus lr, with rules of update in the following 

 
 

1

,

: .

t lr
t t

t

update t t t

rmse
gf

rmse gf

Adadelta




  






 

  

 (6) 

3.2.4 RMSprop or root mean square propagation [18]  
 
RMSprop or Root Mean Square Propagation [18] is developed based on the Adadelta, 

and it is identical to the first Adadeltaupdate, it needs to fix radically subdued learning rates 
of the Adagrad. RMSprop operates an exponentially decaying average of squared gradients 
by division [15]. RMSProp computed in the following update the rule 

2 2 2

1

1
2

0.1

:

tt t

t
update t t

t

run gf run gf gf

lr
RMSprop gf

run gf st



 





       

  
   

 (7) 

where run[gf 2]t is the running average and defines st for the smoothing term. The experi-
ment suggests  of 0.9 and is a default value for the lr set to 0.001 [15, 18]. 
 
3.2.5 Adaptive momentum 

 
Adaptive Momentum, also known as Adam [19], generates adaptive learning rates by 

keeps a decaying average exponentially of past gradients. The process computing bias-
corrected first as bct and second met as estimates by beta (1, 2) manually, then update the 
parameters from Adadelta and RMSprop to update the rule as 

1: .update t t t

t

lr
Adam bc

me st
   


 (8) 

Default of Adam set the 1 of 0.9, 2 of 0.999, and 10-8 for the smoothing in st [15, 19]. 
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3.2.6 AdaMax is an extension of the Adam optimizer [19] 
 
AdaMax is an extension of the Adam optimizer [19]; it generates a rule for an update 

in weights to the inverse relation to a norm of current and past gradients. It defines the 
infinity norm-constrained as ut by relying on the max operation and employing ut to Ada-
Maxupdate rule in the following calculation 

2 1 2

2 1

1

(1 )

    = max( , )

:

t t t

t t

update t t t
t

u pg gf

pg gf

lr
AdaMax bc

u

 



 

 






  



  

 (9) 

where past gradients as pgt-1, and current gradient is determined as |gft|∞. AdaMax has a 
suitable with 0.002 of lr, 1 equal 0.9 and 2 of 0.999 [15, 19]. 

3.2.7 Nesterov-accelerated Adaptive Moment Estimation, or Nadam [20], is an opti-
mizer incorporating two methods of Nesterov-accelerated Gradient (NAG) into Adam 
through modifying the momentum. NAG can be greater accuracy in the gradient direction 
by updating the parameters, as shown in the Nadamupdate in the function below 

 1
1 1

1

1
:

1
t

update t t t t
t

gflr
Nadam bc

me st


  



 
      

 (10) 

4. MATERIALS AND METHODS 

4.1 Image Dataset Collection and Preparation 

The novel chicken cell microscopic image dataset was collected and classified by the 
expertise at the College of Veterinary Medicine, National Pingtung University of Science 
and Technology, Taiwan. A microscope device connected to a digital camera was used to 
capture the chicken cell images (examples of chicken cell images are shown in Fig. 2), by 
original sizes of 3872 × 2592 pixels. The cell images collected amounted to 2,690 images 
split into anomaly (1,327) and normal (1,363). We employed the 5-fold cross-validation 
methods to evaluate the performance by 80% (2,152 images) for training and 20% (538 
images) for testing by CNN architecture requirements for input sizes. 

 

      
(a) Anomaly                            (b) Normal 

Fig. 2. Representation of chicken cell images.  
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4.2 Training Image Datasets with Different CNN Architectures and Optimizers 

This paper used a computer with i7-6700 3.40GHz CPU, 12 GB RAM, and the model 
is trained on NVIDIA GeForce GTX 1060 GPU with 6 GB of memory. The implementa-
tion of this study used Python [28], while the part of the training employed the Keras [29]. 
All CNN architectures were trained to determine the batch size of 24 for 50 epochs with 
seven optimizer configurations with default values based on the suggestions of various 
optimizer paper reviews [15-20]. 

5. EXPERIMENTAL RESULTS AND DISCUSSIONS 

5.1 Accuracy of Anomaly Chicken Cell Identification Results 

The model is evaluated in terms of the accuracy. The accuracy requires of true posi-
tive, true negative, false positive and false negative, for every class according to the con- 
fusion matrix [30]. If the prediction indicates an anomaly cell as abnormal, that is a true 
positive for the class; then all other true predictions for other are a true negative, and belong 
to the abnormal cell. When the prediction appears as a normal cell then it is termed as false 
positive. In another way, if it is the anomaly, then it belongs to the false negative. 

After completing the training in the 5-fold cross-validation, the results in the models 
of GoogleNet and ResNet, by the training accuracy equal to 100%. The training accuracy 
is indicated in Table 1, while the training time is indicated in Table 2. The testing accuracy 
results are shown in Table 3, and the drawing of the confusion matrix are illustrated in Fig. 
3. The testing image dataset of 538 images, divided into abnormal of 251 images and nor-
mal of 287 images. The excellent results were obtained in ResNet34 with Adam optimizer 
and ResNet101 with Adadelta, similar results were achieved in testing accuracy at 98.14% 
by identifying 254 images in the abnormal cell with misclassification of 9 images, and 274 
images in the normal, while failing only 1 image. 

The two available models with a testing accuracy of 98.14% included ResNet34 with 
Adam and ResNet101 with Adadelta. Although the accuracy indicated equal scores, we 
can consider the time consumption to determine which model spent the lowest time. Res-
Net101 with Adadelta which used a time of 49.54 minutes, and the model that employed 
the lower time of 35.27 minutes represented by ResNet34 with Adam. In the comparison 
of the training time consumption, we can see that ResNet34 with Adam is the deep learning 
model which is the most reasonable in our image dataset for this study. 
 

Table 1. Training accuracy results of various CNN architectures and optimizers based on 
the 5-fold cross-validation method. 

CNN  
architectures 

Optimizers and training accuracy (%) results
SGD Adagrad Adadelta RMSprop Adam AdaMax Nadam 

AlexNet 50.56 49.44 50.56 49.44 50.56 49.44 49.44 
GoogleNet 100 99.67 73.42 99.44 97.86 100 99.02 

VGG16 49.86 50.60 49.40 50.60 50.60 50.60 50.60 
VGG19 49.40 49.40 49.40 50.60 49.40 49.40 49.40 

ResNet34 99.21 100 100 99.77 100 100 100 
ResNet101 75.60 100 100 99.54 97.82 97.91 97.44 
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Fig. 4. Model validation of ResNet34 with Adam to identify anomalous chicken cells. 

Table 2. Training time consumption based on 5-fold cross-validation method. 
CNN  

architectures 
Optimizers in training and testing time (minutes)

SGD Adagrad Adadelta RMSprop Adam AdaMax Nadam 
AlexNet 6.15 6.39 7.27 6.49 7.26 6.53 7.25 

GoogleNet 14.40 15.32 16.33 15.18 15.59 15.21 16.41 
VGG16 34.18 34.54 38.20 35.03 38.06 35.13 38.05 
VGG19 35.10 36.14 38.12 37.01 40.38 37.14 40.32 

ResNet34 34.33 34.47 35.08 35.56 35.27 35.01 35.12 
ResNet101 47.04 48.07 49.54 48.35 49.04 48.01 50.11 

 

Table 3. Testing accuracy results for various CNN architectures and optimizers based on 
the 5-fold cross-validation method. 

CNN  
architectures

Optimizers and testing accuracy (%) results
SGD Adagrad Adadelta RMSprop Adam AdaMax Nadam 

AlexNet 51.12 48.88 51.12 48.88 51.12 48.88 48.88 
GoogleNet 94.24 95.54 77.14 96.65 92.75 97.21 97.58 

VGG16 51.12 51.12 48.88 51.12 51.12 51.12 51.12 
VGG19 48.88 48.88 48.88 51.12 48.88 48.88 48.88 

ResNet34 92.19 97.03 97.96 91.26 98.14 96.84 97.58 
ResNet101 76.77 94.42 98.14 93.68 76.21 86.99 92.57 

             
(a)                             (b) 

Fig. 3. Test image dataset for the confusion matrix results from the 5-fold cross-validation of (a) 
ResNet34 with Adam optimizer and (b) ResNet101 with Adadelta. 
 

5.2 Model Validation of Anomaly Chicken Cell Identification Results 

In this stage, we collected 20 more microscopic chicken cell images that were of un-
known classification for model validation which had been excluded from training and test-
ing procedures. Unknown categories of these images were used for the identification model, 
and we have shown the result for Fig. 4 to a veterinarian who was an expert to guarantee 
the accuracy. It appeared that the validation results were verified that all of the images 
were correct under the model for anomaly chicken cell identification. 
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6. CONCLUSIONS 

This study, we focused on the best model, which was chosen based on testing accu-
racy results. The appropriate and excellent probability model in this study appears in Res-
Net34 with Adam and ResNet101 with Adadelta optimizer from the 5-fold cross-validation 
method. In addition, for greater clarity clear, we brought the two models to display the 
classification with the confusion matrix. The results show that both models indicated the 
achieved result for the lowest misidentification of 10 images and the correct identification 
achievement was of 528 images from a total set of 538 of test images. Even though the 
testing accuracy results of each model are equal, the training time consumption can be the 
judge of which model is most suitable by using the lowest time. 

The model that spends the lowest time is ResNet34 with Adam optimizer by took the 
training time of 35.27 minutes. The comparison of the results in this study can be summa-
rized by concluding that ResNet34 with Adam optimizer is an appropriate deep learning 
technique in terms of delivering a high level of accuracy and using a suitable period of 
time for utilization in the real operation. In addition, we conducted the model validation 
stage with another new and unknown class of 20 chicken cell microscopic images, which 
were only used for validation. The model validation result represents correct identification 
predictions on all the chicken cell microscopic images, which guarantees by the experts. 
All of the results of this study look very promising for the CNN method, which can be 
improved for a novel application for anomaly chicken cell identification systems in the 
actual operation of animal science and cell biology laboratories. 
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