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Current communication networks are mainly designed for Human-to-Human (H2H) 

communication requirements. However, future Internet of Things (IOT) and fifth-genera-
tion mobile communications system (5G) will connect a lot of mechanical equipment. 
Therefore, this paper proposes a priority-based predictive resource scheduling algorithm 
that integrates the predictive method and priority scheduling for the uplink of Massive 
Machine Type Communication (mMTC). The predictive method is used to reduce the de-
lay of a device sent scheduling request to the eNodeB to obtain the approved resources for 
data transmission. This is combined with a priority ranking sequence to develop the opti-
mal resource allocation strategy to reduce the total delay time, and improve the transmis-
sion success rate and resource utilization. Simulation results show that the proposed algo-
rithm can effectively reduce delay and increase the transmission success rate, compared 
with the existing methods. 
 
Keywords: MTC, machine type communication, uplink scheduling, resource allocation, 
scheduling request, priority 

1. INTRODUCTION 

The third-generation mobile communications system (3G) and fourth-generation mo-
bile communications system (4G) communication networks generally focus on Human-to-
Human (H2H) applications. However, the incoming 5G has a comprehensive service for 
the machine-to-machine (M2M) oriented needs. At present, there are three major aspects 
of 5G according to the situation of use: (a) Enhanced Mobile Broadband (eMBB): this 
aspect serves mainly to achieve the ultra-high throughput required for 5G applications, 
such as ultra-high quality images, Ultra High Definition (UHD), Virtual Reality (VR) and 
ultra-real-time applications; (b) Massive Machine Type Communications (mMTC): the In-
ternet of Things is the most important service in 5G. With various user devices connected 
to the Internet, there are smart homes, smart meters, and automated factories and so on 
forming a smart city; (c) Ultra-reliable and Low Latency Communications (URLLC): the 
Internet of Vehicles (IoV) must have high reliability and extremely low latency due to its 
high mobility, as well as other security and disaster alert systems. 

In the foreseeable future, machine communication protocols will be one of the main-
stream 5G applications, which can be used for environmental monitoring, video surveil-
lance and disaster notification, and such applications require little human intervention. 
However, current LTE network architecture is not suitable for MTC, and 5G must adapt 
its resource allocation algorithm and the overall network architecture to facilitate the de-
velopment and application of MTC. The 5G network architecture is based on the specific 
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design principles proposed in the NGMN 5G white paper [1]. It has an SDN (Software 
Defined Network) structure and NFV (Network Function Virtualization). The design prin-
ciples are to make full use of the spectrum, achieve cost-effective deployment, coordinate 
and eliminate interference, support dynamic wireless topologies, offer flexible capabilities, 
support new value creation, enhance security and privacy, and streamline operations and 
management. 

This paper mainly focuses on forward-looking 5G MTC research under the existing 
LTE platform. More specifically, this study constructs a network environment simulating 
LTE, and applies the proposed resource allocation algorithm to MTC to carry out simula-
tion tests. Current LTE research focuses mainly on H2H communications. The data traffic 
travels mainly from the base station (eNodeB) to the device, that is, the downlink. In the 
case of MTC, the data traffic moves in the opposite direction. The device is directed to the 
eNodeB, which is the uplink. Under the LTE network architecture, the downlink is mainly 
for high-speed data transmission, and is effective against frequency selective attenuation, 
while the uplink average power consumption is relatively low, which can improve the 
power transmission efficiency of the device and can reduce the power consumption of the 
device battery, prolonging the service life cycle. In terms of uplink scheduling, the research 
on MTC applications can be divided into two categories. The first aims to optimize the 
power consumption of the user device, and reduce the frequency of transmission or the 
rate of transmission in order to improve the operation time. The second aims to reduce 
transmission delay time. 

The main contributions of this paper are as follows. First, for the application of MTC, 
an algorithm that can effectively use the limited radio resources of eNodeB is proposed, 
and the priority is assigned based on the device state according to the different states in 
which the device is located. Secondly, a predictive approach is used to effectively schedule 
resources to reduce possible latency. Since the applications of MTC include sensing of 
various environments, emergency situations, and notification of disasters, if the data is not 
transmitted to the eNodeB within the time limit, it will be out of date. Therefore, it is very 
important that data reach the eNodeB within the time limit. In order to meet this require-
ment, the overall delay must be reduced. 

The rest of this paper is organized as follows: In Section 2, we review the related 
works. Section 3 describes the proposed method. Section 4 gives simulation results. Con-
clusions are drawn in Section 5. 

2. RELATED WORK 

Massive MTC is an important application scenario in 5G. MTC has the opposite char-
acteristics to Human-to-Human (H2H) communications over LTE/LTE-A Networks. In 
terms of radio resource management and allocation, most of the H2H scheduling algorithm 
focuses on downlink, how to effectively allocate radio resources to achieve the best fair-
ness, efficiency and resource utilization. In terms of H2H uplink, it is also a resource de-
signed to maximize performance and maintain continuity allocated to specific devices, 
however these characteristics are not applicable to MTC [13, 14]. We then further discuss 
the correlation of various algorithms or methods in the uplink aspect with MTC.  

The application of uplink scheduling in MTC can be divided into two directions. One 
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is to optimize the power consumption of the user device. By reducing the transmission 
frequency or the transmission rate, the power is reduced and the battery operation time can 
be longer. The other is to reduce the delay time of transmission. Since all the data trans-
mitted by MTC has its time limit, if the data is received late due to the long delay time, the 
availability of this data will be greatly reduced, especially in emergency and disaster alert 
information. Kalil et al. [15] proposed an energy-efficient LTE uplink scheduling, taking 
into accounts the QoS (Quality of Service) requirements and channel fading. The main 
goal is to ensure the user’s QoS while minimizing the transmission power. 

Essassi [16] proposed a centralized and decentralized resource allocation algorithm 
based on genetic inheritance. They use decentralized alternate resource allocation optimi-
zation and reduces the size of the cluster. With centralized, the resources in the entire clus-
ter are determined by the central cell. This method has three steps. First, the central cell 
collects the perceived interference in the resource blocks of neighboring cells, then the 
central cell executes the genetic optimization algorithm, and finally sends a new resource 
block allocation decision to the neighboring cells in the next cycle. The research in [17] 
considers the efficient allocation of limited resources and the reduction of inter-cell inter-
ference in the case of small cell networks with high density. The method divides and or-
ganizes cells, and allocates available resources according to the number to avoid the prob-
lem of resource snatching. Ragaleux et al. [18] proposed an adaptive and potential aware 
scheduling scheme (APASS) in the LTE-A environment, which operates by combining 
three algorithms. The first algorithm is to solve the frequency-domain packet scheduling 
(FDPS) problem without the maximum number of users. Then the second algorithm is used 
to schedule resource allocation. Finally, the third algorithm is used to modify the second 
resource allocation block. APASS overcomes the limitations and characteristics of LTE to 
find a better solution 

Although most studies have used LTE as an environment to simulate MTC, there are 
many difficulties in deploying MTC in LTE / LTE-A. Ghavimi and Chen [19] discussed 
some requirements for implementing M2M applications under LTE / LTE-A, such as low 
mobility, time control, delay tolerance, and small data transmission. After all, LTE / LTE-
A is mainly designed for H2H. Generally, H2H uplink traffic is lower than downlink, but 
M2M is the opposite situation. 

Azair and Miao [2] examined M2M uplink scheduling and transmission power con-
trol under LTE networks to maximize device lifetime in cellular networks. In order to 
achieve simplified scheduling and save energy, a distributed clustering scheme was pro-
posed to explore how to optimize the cluster size. Su and Hwang [3] proposed an efficient 
resource allocation with grey relational analysis (ERAGRA), which is a channel-aware 
resource allocation algorithm under 3GPP LTE. Its main purpose is to maximize the sys-
tem throughput and resource utilization fairness. In the simulated environment, ERAGRA 
has better results in terms of performance or fairness compared to the round robin and the 
best-CQI methods. 

Abu-Ali et al. [4] noted that current LTE/LTE-A studies focus on how to modify the 
downlink scheduling to improve the overall performance or load balance. They also re-
viewed many LTE/LTE-A uplink scheduling related papers and analyzed them. They spe-
cifically discussed the integration of technologies such as single-carrier frequency-division 
multiple access, coordinated multipoint Tx/Rx, and carrier aggregation with MTC, and 
then discussed which types of algorithms should be matched in different situations to 
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achieve better results. The research in [5] targeted several algorithms commonly used in 
LTE uplink scheduling to perform simulation and performance evaluation, such as first 
maximum expansion (FME), recursive maximum expansion (RME), and carrier-by-carrier 
in turn, with the channel dependent matrix and the proportional fairness matrix, simulated 
under different factors, and finally summarized the challenges of the uplink and future 
research directions. Ali et al. [6] proposed an uplink resource allocation algorithm that 
allows the devices to make decision of resource allocation blocks according to their battery 
status and the QoS metric that relates their application’s power profile. 

The method proposed by Mostafa and Gadallsh [7] is based on different data type 
setting properties for statistics to prioritize and save resources and energy by reducing un-
necessary transmissions. In terms of environmental monitoring data, a threshold value is 
set for comparison. For video data, the importance of this data is also judged according to 
the similarity of each frame, so as to avoid repeated waste of energy and resources on the 
frame with low difference. The statistical priority is calculated by evaluating the specific 
statistical properties of the data. The importance of the data value is determined by testing 
the upper and lower thresholds to determine whether the data needs to be transmitted. El-
hamy and Gadallah [8] proposed a balanced alternating uplink scheduling technique, Bal-
anced Alternating Technique (BAT). The main design concept of BAT is to achieve a 
trade-off between throughput maximization and meeting system deadlines. BAT is adap-
tive, and its scheduling metrics can be adjusted to be based on delay or based on channel 
state, or a combination of both, depending on network operating conditions and priorities. 
Mehaseb et al. [9] analyzed most LTE uplink scheduling technologies and classified them 
for M2M applications. Based on the different applications in the M2M environment, they 
discussed some existing algorithms for these applications. 

Giluka et al. [20] proposed a Class-Based Dynamic Priority (CBDF) scheme. This 
scheduling technology is most effective for hybrid schedulers with H2H and M2M. Their 
algorithm mainly supports M2M and has a small impact on H2H. The CBDP scheme not 
only meets the QoS requirements of H2H, but also meets the QoS requirements of 
M2M.Chao and Wang [21] studied the small data uplink transmission of the cellular net-
work, which is mainly used in the scenario of massive machine type communications 
(mMTC). They explored that contention-based transmission (CBT) is guaranteed for delay 
time and signal consumption in comparison with scheduling-based transmission (SBT). 
However, CBT faces challenges in the random access collision and resource use conflict. 
Chao and Wang also made changes to the MAC layer to improve the problem of random 
access collisions. The simulation also clearly shows that if there is no proper MAC mech-
anism, CBT will perform worse than SBT. 

Han et al. [22] studied the power-domain non-orthogonal multiple access (NOMA) 
technology to support energy-efficient massive MTC networks. In order to maximize the 
effective energy efficiency of large MTC networks based on uplink NOMA, they consid-
ered the characteristics of short packet-communication and studied the subchannel alloca-
tion and power control policy. Their method obtains the optimal transmission power policy 
by approximating the achievable effective rate of uplink NOMA-based short packet com-
munications. Miuccio et al. [23] studied the problem of uplink wireless resource allocation 
in the mMTC scenario, which contains a large number of battery constrained MTC devices 
generating small-sized traffic. By adopting Sparse Code Multiple Access (SCMA) tech-
nology in the physical uplink shared channel (PUSCH), they proposed a dynamic load-
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aware physical random access channel (PRACH) and PUSCH resource allocation. Simu-
lation results show that the Miuccio et al. allocation scheme can increase the number of 
successful communications while ensuring low power consumption. Lin et al. [24] pointed 
out that in MTC services, improving energy efficiency and quality of service (QoS) are 
both important issues, but many studies have not been able to improve both. Therefore, 
Lin et al. Proposed an uplink scheduling algorithm assisted by Multi-access Edge Compu-
ting (MEC) to simultaneously reduce power consumption and guarantee QoS. Finally, Lin 
et al. used OpenAirInterface as a simulation platform to evaluate the performance of their 
uplink scheduling algorithm. Compared with Round-Robin (RR) and Proportional fair 
(PF), their uplink scheduling algorithm has better energy consumption and the system per-
formance. 

3. PROPOSED ALGORITHM 

The main concept of the proposed algorithm is to improve the immediacy of the overall 
system, so the delay time of each message can be reduced. In the case of MTC, the states of 
the devices (or MTC devices) can be classified into the following three modes: 

 
1) Regular mode: In this mode, the data to be transmitted by the device is generated by a 

specific sensor to constantly detect various phenomena in the environment, including 
temperature, humidity, pressure and light intensity; and the data can be collected for 
recording and archiving. 

2) Alarm mode: In this mode, the data generated by an abnormal situation is mainly caused 
by an event trigger. This mode is used for various emergencies such as fire alarms or 
unauthorized entrance. 

3) Idle mode: In this mode, the device does not sense data or is in an idle state that is not 
triggered by an event. 

 
The main purpose of dividing the device states into three types is to observe whether 

the resources not used in idle mode can be effectively utilized under different numbers of 
devices and different packet arrival rates. The proposed algorithm can be divided into two 
parts: the construction of the traffic model and the scheduling algorithm, as described be-
low. 

3.1 Traffic Model 

The traffic model is established according to the method proposed in [10]. The origi-
nal concept of the research in [10] is that the device has only two states and does not have 
an idle mode. In reality, however¸ a device will not always be in a state of transmission, 
and will not always be receiving data transmitted from base station. Therefore, idle mode 
is included when establishing the traffic model. As shown in Fig. 1, the blue dotted line 
indicates that the device is transmitting data in regular mode; the red circles represent lo-
cations where emergencies are occurring, and devices near the circles will be affected, and 
enter alarm mode. The red lines represent the transmission of emergency data. 

In the traffic model, a circle centered on a base station and with R as the radius is the 
range covered by the base station, and N devices are spread evenly in this range. Traffic is 
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simulated according to the state and application of the device. Fig. 2 is a Markov chain 
model with three states that are regular (R), alarm (A) and idle (I). Events are randomly 
generated and appeared within the coverage of the base station. Assume that when an event 
occurs, the device within a radius of 50 meters centered on the location will be triggered 
into alarm mode with an arbitrary probability of 0.002 to simulate the scarce event. 

 

  
Fig. 1. Traffic model diagram.         Fig. 2. Device state transition diagram. 

 

3.2 Scheduling Algorithm 

Since the latency tolerance of MTC applications is quite strict, if the data is not de-
livered within the time limit, it may be useless. Therefore, based on this fact, Brown and 
Khan [11] proposed a reduced delay prediction allocation algorithm. However, their algo-
rithm only discusses basic problems such as the feasibility of prediction, and does not 
measure the priority of the device in various situations. Therefore, this study will focus on 
the priority issue. Fig. 3 shows a device waiting on the uplink in the RRC_CONNECTED 
state of standard LTE which is the waiting time that must be consumed before a request is 
sent. The horizontal axis in Fig. 3 represents the time intervals. Where (I) (II) (II) indicate 
the delay. (I) is variable delay depending on the SR periodicity and offset, (II) is a variable 
delay depending on an eNodeB scheduler policy, (III) is a 4ms fixed delay. Each of x, y, 
and z represents a period of time. The superscripts (1), (2), (3) and (4) are the sequence of 
actions between UE and eNodeB. In (1) a data enters UE transmit buffer; (2) the device 
first sends an SR (Scheduling Request) notification to the eNodeB; (3) Then the eNodeB 
returns the authentication to the device when sufficient resources are available; (4) When 
the device receives the authentication, it starts transmitting data. In this case, it will have a 
lot of unnecessary waiting time. 

 

 
Fig. 3. Uplink delay of LTE [11]. 
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Table 1. SR period and subframe offset configuration [12]. 
SR configuration Index ISR SR periodicity(ms) SRPERIODICITY SR subframe offset NOFFSET,SR 

0-4 5 ISR 
5-14 10 ISR  5 

15-34 20 ISR  15 
35-74 40 ISR  35 
75-154 80 ISR  75 

155-156 2 ISR  155 
157 1 ISR  157 

 

Table 1 lists the SR period and subframe offset configuration. Let nf be the number 
of the frames, and ns/2 be the number of the subframes, where ns/2 indicates the largest 
integer not exceeding ns/2. Then a device transmits SR that satisfies Eq. (1) to yield the 
required resources for sending SRs. 

(10  nf + ns/2  NOFFSET,SR) mod SRPERIODICITY = 0 (1) 

From Eq. (1) one can calculate how many subframes are needed for transmitting SR 
on PUCCH. For example, given SR configuration index, it gives the corresponding system 
frame number and subframe number.  

 
Fig. 4. Predictive uplink allocation concept. 

 

The general idea of the proposed scheduling algorithm that is similar to the one in 
[11] can be seen from Fig. 4. This shows the waiting time that consumed before a request 
is sent by applying the proposed algorithm. The major difference between the concept of 
the proposed scheduling algorithm and that of the Brown-Khan’s scheduling algorithm is 
that the proposed algorithm sorts priorities according to the transmission deadline, which 
is more suitable for MTC applications. In Fig. 4, both device 1 and device 2 transmit the 
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Fig. 5. Flowchart of the proposed scheduling algorithm.

data after the SR request is normally sent and authorized. Then device 3 starts the predic-
tion process after device 1 has sent out the SR. Because there are still some resources 
available, the eNodeB sends a predicted uplink authorization and allocates resources to 
device 3 for data transmission. This can reduce the time taken normally by device 3 to send 
the SR, and for the eNodeB to perform the normal uplink authorization. Device 4 does not 
obtain the predicted uplink authorization at the same time because the authorization and 
required resources have been allocated to device 3. 

Let P(SR) be the probability that device m + 1 sends an SR, and P(Pred) is the proba-
bility that the eNodeB schedules a predictive allocation toward the device m + 1 after it has 
received an SR from device m. It is also assumed that P(U) is the probability that the device 
m + 1 is unsuccessfully predicted and allocated, and P(S) represents the probability of suc-
cessful allocation toward the device m + 1. Note that the transmission probability of differ-
ent devices is different. It can also be seen that the device will only transmit the SR without 
prediction and prediction failure, and its probability can be expressed as Eq. (2): 

P(SR) = 1  P(Pred) + P(U) = 1  P(S). (2) 

The difference between device 1 and device 2 is their data transmission deadlines that 
determine the priority. The device with the more urgent deadline has higher priority in the 
scheduling buffer. According to different data types, there are different SR periodicity, 
which can be obtained by substituting them into Eq. (1) by SR configuration index and SR 
subframe offset, according to Table 1. 

The flowchart of the proposed scheduling algorithm is shown in Fig. 5, where the 
predictive algorithm is detailed in Fig. 6. Before the predictive allocation, the data type  
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Fig. 6. Flowchart of the proposed predictive algorithm. 

 

and the data deadline are used as the reference for sorting and allocating. After the priority 
is scheduled, the redundant resources will be predicted and allocated. After the second 
round, the predicted priority allocation will also be considered. The main advantage of this 
predictive algorithm is to reduce the delay time by using prediction. At the same time, in 
combination with the priority order, the best resource allocation strategy is formulated to 
reduce the total delay time and improve the transmission success rate and resource utiliza-
tion. However, it is possible that low priority service request might not be served for a long 
time, when the resource blocks is limited. 

Note that the case in Fig. 4 only occurs if all devices belong to the same application 
and do not have any priority differences. It is assumed that device 4 is in the case of alarm 
mode, and the SR requirement has been transmitted to the eNodeB. If the required re-
sources are not immediately allocated to device 4 for emergency return, it may cause sig-
nificant harm after a delay. Therefore, in order to address this problem, some resource 
blocks (RBs) should be reserved in the prediction allocation behavior for devices in alarm 
mode that is used to transmit emergency messages. 
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Fig. 7. Delay time for starting prediction at different time points.

4. SIMULATION 

This study first used the simulation to build the LTE network architecture, then wrote 
the MTC traffic model in C++, and finally imported the proposed scheduling algorithm 
into the model to observe its performance. Table 2 lists the parameters configured for the 
simulation. 

Table 2. Simulation parameters. 
Parameter Value

Duplex technique TDD
Bandwidth 20 MHz

Number of eNodeBs 1
Number of devices 100-500

Distance dependent pathloss (R in km) 128.1 + 37.6  log10(R)dB
SINR Signal / (Interference+Noise) 

eNodeB transmitting power 43 dBm
device transmitting power 23 dBm

Cell radius 1000 m
Prediction time 80 ms

Prediction reserved RB 10%
Minimum and Maximum delay 6ms/279ms

 

OFDMA is used in the LTE uplink, with ms as the time unit. Each slot has 100 RBs 
to be used, two slots are equal to 1 ms and 10 ms is a frame. The number of RBs required 
for each device is calculated according to the number of required resources and the amount 
of bits that can be carried by each RE (Resource Element) corresponding to the CQI. The 
CQI value of the device is converted using SINR judgment, mainly referring to the FPGA 
implementation of the LTE system channel estimation in the time-varying channel envi-
ronment. Note that the proposed algorithm uses 90% of RBs to perform predictive alloca-
tion of general conditions, and reserves 10% of RBs without predictive allocation. The 
reservation of 10% of resources without predictive allocation is to allow emergency equip-
ment and safety devices to transmit data in the event of an emergency. 

Fig. 7 shows the delay time for starting prediction at different time points under the 
First In First Out (FIFO) algorithm and the proposed algorithm, respectively, where z rep- 
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resents the time point at which to start the prediction. It can be seen that when the number 
of devices is only about 100 and 200, the proposed algorithm has obvious latency reduction. 
In addition, the difference of the proposed algorithm under different z values can be seen. 
The smaller the z value, the earlier the prediction starts, thus the more latency can be re-
duced. However, when the number of devices reaches 300, the effect of the z value on the 
delay time is less significant, so the z value has a better impact on the delay time only when 
the number of devices is small, or there are sufficient resources. In general, the proposed 
algorithm can effectively reduce the delay time of SR transmission and grant message 
backhaul with different numbers of devices.  
 

 
Fig. 8. Transmission success rate. 

 
Fig. 8 shows the success rate of the device data transmitting to the base station, and 

the data arrival rate is 80% and data arrival rate indicates the probability that the device 
sending data periodically may send data next time. Non-prediction means that the re-
sources are allocated according to the timing of the SR transmission, and the first requester 
obtains the resources first. At the beginning of the simulation, the resources are sufficient 
to meet the scheduling request needs of 200 MTC devices, so all methods can reach 100% 
transmission success rate. After more than 200 MTC devices, the resources started to be 
insufficient, so the advantages and disadvantages of each algorithm begin to show up. It 
can be seen that the transmission success rate of the transmission drops very fast when 
there are more than 200 devices. When the number of devices reaches 300, the success rate 
begins to decline, and it is about 50% when the number of devices reaches 500. The success 
rate of the Brown-Khan predictive algorithm begins to decrease at 300 devices, and the 
decline is particularly noticeable in the range between 400 to 500 devices. This is because 
the prediction is made in the case of idle resources, but there is no priority classification 
for the deadline of the device data, resulting in some device data exceeding the deadline, 
to cause the transmission failure. When the number of devices is 500, the performance of 
the Brown-Khan predictive algorithm is similar to that of non-prediction. The proposed 
predictive algorithm predicts the priority according to the data deadline, and its success 
rate only begins to decline after 400 devices. At 500 devices, it can still maintain a success 
rate of about 59%, which is obviously better than the other two. 
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Fig. 9 shows the resource utilization simulation results for cases involving 300 and 
400 devices. The data arrival rate is 70%. It can be seen that the proposed algorithm per-
forms better than the FIFO or the Brown-Khan predictive algorithm in improving resource 
utilization. Note that when nearly 400 devices are involved, the resource utilization is close 
to saturation, so there is not much difference between 300~400 devices and more than 400 
devices. In the case of many small cells for massive IOT situation, if the devices in each 
small cell are mostly within 400, our method can have good results. 

 

 
Fig. 9. Resource utilization. 

 
Fig. 10. Success rate under different data arrival rates. 

 

Fig. 10 is the simulation result of the case where the number of devices is involving 
500 devices under different data arrival rates. It can be seen that the performance of the 
unpredicted algorithm only has a 52% success rate when it reaches 0.7. In contrast, the 
success rates of the Brown-Khan predictive algorithm and the proposed algorithm are 57% 
and 67%, respectively. 
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5. CONCLUSION 

This paper proposes a priority-based predictive resource scheduling algorithm that 
can reduce device scheduling request delay to improve MTC transmission immediacy and 
success rate. In the proposed algorithm, the base station reduces the delay caused by the 
general scheduling or pre-scheduled request. In addition, data transmission deadlines are 
used to prioritize device requests, and resources are allocated according to the priority to 
avoid data expiration, which improves the overall data transmission success rate. Simula-
tion results show that in terms of delay time reduction, if the number of devices and the 
scheduling request are within a reasonable amount, the proposed algorithm achieves better 
performance, and the transmission success rate is better than those of the competing meth-
ods.  
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