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The popularity and ubiquity of multimedia associated with spoken documents has 

spurred a lot of research interest in spoken document retrieval (SDR) in the recent past. 
Beyond much effort devoted to developing robust indexing and modeling techniques for 
representing spoken documents, a recent line of thought targets at the improvement of 
query modeling for better reflecting the user’s information need. Pseudo-relevance feed-
back is by far the most commonly-used paradigm for query reformulation, which as-
sumes that a small amount of top-ranked feedback documents obtained from the initial 
round of retrieval are relevant and can be utilized for this purpose. Nevertheless, simply 
taking all of the top-ranked feedback documents obtained from the initial retrieval for 
query modeling does not always perform well, especially when the top-ranked documents 
contain much redundant or non-relevant information. In the view of this, we explore in 
this paper an interesting problem of how to effectively glean useful cues from the 
top-ranked documents so as to achieve more accurate query modeling. Towards this end, 
various sources of information cues are considered and integrated into the process of 
feedback document selection so as to achieve better retrieval effectiveness. Furthermore, 
we also investigate representing the query and documents with different granularities of 
index features to work in conjunction with the query and document models. A series of 
experiments conducted on the TDT (Topic Detection and Tracking) task seem to demon-
strate the effectiveness of our query modeling framework for SDR.   
 
Keywords: spoken document retrieval, language modeling, query modeling, pseudo-rele- 
vance feedback, speech recognition  
 
 

1. INTRODUCTION 
 

Over the last two decades, spoken document retrieval (SDR) has become an active 
area of research and experimentation in the speech processing community. This can be 
attributed in large part to the advances in automatic speech recognition (ASR) [1, 2] and 
the ever-increasing volumes of multimedia associated with spoken documents made 
available to the public, such as broadcast news stories, meeting and lecture recordings, 
telephone conversations, digital archives, among many others [3-6]. Although most re-
trieval systems participating in the TREC-SDR evaluations had claimed that speech 
recognition errors do not seem to cause much adverse effect on SDR performance when 
merely using imperfect recognition transcripts derived from one-best recognition results 
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from a speech recognizer [7], this is probably due to the fact that the TREC-style test 
queries tend to be quite long and contain different words describing similar concepts that 
could help the queries match their relevant spoken documents. Furthermore, a query 
word (or phrase) might occur repeatedly (more than once) within a relevant spoken 
document, and it is not always the case that all of the occurrences of the word would be 
misrecognized totally as other words. Nevertheless, we believe that there are still at least 
two fundamental challenges facing SDR. On one hand, the imperfect speech recognition 
transcript carries wrong information and thus would deviate somewhat from representing 
the true theme of a spoken document. On the other hand, a query is often only a vague 
expression of an underlying information need, and there probably would be word usage 
mismatch between a query and a spoken document even if they are topically related to 
each other. 

A significant body of SDR work has been placed on the exploration of robust in-
dexing or modeling techniques to represent spoken documents in order to work around 
(or mitigate) the problems caused by ASR [5, 8-11]. On the contrary, very limited re-
search has been conducted to look at the other side of the coin, namely, the improvement 
of query formulation for better reflecting the underlying information need of a user [12]. 
As for the latter problem, pseudo-relevance feedback [6, 13] is by far the most common-
ly-used paradigm, which assumes that a small amount of top-ranked spoken documents 
obtained from the initial round of retrieval are relevant and can be utilized for query re-
formulation. Subsequently, the SDR system can perform a second round of retrieval with 
the enhanced query representation to search for more relevant documents. We had re-
cently introduced a new perspective on query modeling [12, 14, 15], saying that it can be 
approached with pseudo-relevance feedback and the language modeling (LM) retrieval 
approach [16] leveraging the notion of relevance [17], which seems to show preliminary 
promise for query reformulation. The success of such query modeling depends largely on 
the assumption that the set of top-ranked feedback documents obtained from the initial 
round of retrieval are relevant and can be used to estimate a more accurate query model. 
However, simply taking all of the top-ranked feedback documents obtained from the 
initial round of retrieval does not always work well for query modeling (or reformula-
tion), especially when the top-ranked documents contain much redundant or non-relevant 
information [14, 15].  

Our work in this paper continues this general line of research on query formulation 
for SDR. We explore an interesting problem of how to effectively glean useful cues from 
the top-ranked feedback documents so as to achieve more accurate query modeling. To-
wards this end, various sources of information cues are considered and integrated to se-
lect representative feedback documents for better retrieval effectiveness. In addition, we 
also investigate representing the query and documents with different granularities of in-
dex features to work in conjunction with the LM-based query and document models. The 
rest of this paper is organized as follows. In Section 2, we briefly review the basic 
mathematical formulations of the LM-based retrieval models for SDR, as well as the idea 
of pseudo-relevance feedback. In Section 3, we describe and explain several cues we 
explore to select representative feedback documents during pseudo-relevance feedback. 
After that, the experimental settings and a series of retrieval experiments are presented in 
Sections 4 and 5, respectively. Finally, Section 6 concludes the paper and outlines possi-
ble directions for future work. 
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2. LANGUAGE MODELING FOR SPOKEN DOCUMENT RETRIEVAL 

2.1 Query-Likelihood Measure 

Recently, language modeling (LM) has emerged as a promising approach to build-
ing SDR systems [9, 11, 12]. This is due to the fact that the LM approach has inherent 
clear probabilistic foundation and excellent retrieval performance [16]. The fundamental 
formulation of the LM approach to SDR is to compute the conditional probability P(Q|D), 
i.e., the likelihood of a query Q generated by each spoken document D (the so-called 
query-likelihood measure). A spoken document D is deemed to be relevant with respect 
to the query Q if the corresponding document model is more likely to generate the query. 
If the query Q is treated as a sequence of words, Q = w1, w2, …, wL, where the query 
words are assumed to be conditionally independent given the document D and their order 
is also assumed to be of no importance (i.e., the so-called “bag-of-words” assumption), 
the similarity measure P(Q|D) can be further decomposed as a product of the probabili-
ties of the query words generated by the document [16]: 

1
( ) ( ) ,

L

ll
P Q D P w D


     (1) 

where P(wl|D) is the likelihood of generating wl by document D (a.k.a. the document 
model). The simplest way to construct P(wl|D) is based on literal term matching [3], or 
using the unigram language model (ULM). To this end, each document D can, respec-
tively, offer a unigram distribution for observing any given word w, which is parameter-
ized on the basis of the empirical counts of words occurring in the document with the 
maximum likelihood (ML) estimator [1, 16]: 

( , )
( ) ,

c w D
P w D

D
     (2) 

where c(w, D) is the number of times that word w occurs in the document D and |D| is 
the number of words in the document. The document model is further smoothed by a 
background unigram language model estimated from a large general collection to model 
the general properties of the language as well as to avoid the problem of zero probability 
[16]. However, how to strike the balance between these two probability distributions is 
actually a matter of judgment, or trial and error.  

Furthermore, a family of topic modeling methods has been proposed as an effective 
complement to the ULM model. Topic models attempt to discover the latent topic infor-
mation embedded in the query and documents, based on which the retrieval is performed. 
Among them, probabilistic latent semantic analysis (PLSA) [18] and latent Dirichlet al-
location (LDA) [19] are often considered to be the two best-known instantiations. They 
both introduce a set of latent topic variables {T1, …, Tk, …, TK} to describe the “word- 
document” co-occurrence characteristics. The relevance between a query and a document 
is not computed directly based on the frequency of the query words occurring in the 
document, but instead based on the frequency of these words in the latent topics as well 
as the likelihood that the document generates the respective topics, which in fact exhibits 
some sort of concept matching. For example, in the PLSA model [16], the probability of 
a word w generated by a document D is expressed by 
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P(w|D) = K

k=1P(w|Tk)P(Tk|D)    (3) 
 

where (w|Tk) denotes the probability of a certain type of word w occurring in a specific 
latent topic Tk, and P(Tk|D) is the posterior probability (or weight) of topic Tk conditioned 
D. The model parameters of PLSA can be estimated using the expectation-maximization 
(EM) algorithm [20]. On the other hand, LDA, having a formula analogous to PLSA (cf. 
(3)) for SDR, is regarded as an extension to PLSA and has enjoyed much success for 
various speech and language applications. LDA differs from PLSA mainly in the infer-
ence of model parameters: PLSA assumes the model parameters are fixed and unknown; 
while LDA places additional a priori constraints on the model parameters, i.e., thinking 
of them as random variables that follow some Dirichlet distributions [12]. Since LDA 
has a more complex form for model optimization, it is hardly to be solved by exact in-
ference. Several approximate inference algorithms, such as the variational approximation 
algorithm, the expectation propagation method and the Gibbs sampling algorithm, hence 
have been proposed for estimating the parameters of LDA. Furthermore, due to the fact 
that PLSA and LDA offer coarse-grained latent semantic representation about the infor-
mation need at the expense of losing the power to distinguish the fine-grained difference 
in the meanings of semantically-related words, in a given implementation, there is al-
ways good reason to combine them with ULM for better retrieval quality [21, 22]. 
 
2.2 Kullback-Leibler (KL)-Divergence Measure 
 

Another basic formulation of LM for SDR is the Kullback-Leibler (KL)-divergence 
measure [16, 23]: 

rank

( | )
( || ) ( | ) log

( | )

                 ( | ) log ( | ),
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where the query and the document are, respectively, framed as a (unigram) language 
model (i.e., P(w|Q) and P(w|D)), rank

  means equivalent in terms of being used for the pur- 
pose of ranking documents, and V denotes the vocabulary. A document D has a smaller 
value (or probability distance) in terms of KL(Q||D) is deemed to be more relevant with 
respect to Q. The retrieval effectiveness of the KL-divergence measure depends primari-
ly on the accurate estimation of the query modeling P(w|Q) and the document model 
P(w|D). In addition, it is easy to show that the KL-divergence measure will give the same 
ranking as the ULM model (cf. (1)) when the query language model is simply derived 
with the ML estimator [12]: 
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In Eq. (5), P(w|Q) is simply estimated as c(w, Q)/|Q|, where c(w, Q) is the number of 
times w occurring in Q and |Q| is the total count of words in Q. Accordingly, the KL-di- 
vergence measure not only can be thought as a generalization of the query-likelihood 
measure, but also has the additional merit of being able to accommodate extra infor-
mation cues to improve the estimation of its component models (especially, the query 
model) for better document ranking in a systematic manner [12, 16]. 
 
2.3 Pseudo-Relevance Feedback 
 

In reality, since a query often consists of only a few words, the query model that is 
meant to represent the user’s information need might not be appropriately estimated by 
the ML estimator. Furthermore, merely matching words between a query and documents 
might not be an effective approach, as the word overlaps alone could not capture the 
semantic intent of the query. To cater for this, an LM-based SDR system with the KL- 
divergence measure can adopt the idea of pseudo-relevance feedback and perform two 
rounds of retrieval to search for more relevant documents. In the first round of retrieval, 
an initial query is input into the SDR system to retrieve a number of top-ranked feedback 
documents. Subsequently, on top of these top-ranked feedback documents, a refined 
query model is constructed and a second round of retrieval is conducted with this new 
query model and the KL-divergence measure depicted in Eq. (4). It is usually anticipated 
that the SDR system can thus retrieve more documents relevant to the query. 

However, an LM-based SDR system with the pseudo-relevance feedback process 
may confront two intrinsic challenges. One is how to purify the top-ranked feedback 
documents obtained from the first round of retrieval so as to remove redundant and non- 
relevant information. The other is how to effectively utilize the selected set of repre-
sentative feedback documents for estimating a more accurate query model. For the latter, 
there are a number of studies proposing various query modeling techniques directly ex-
ploiting the top-ranked feedback text (or spoken) documents, such as the simple mixture 
model (SMM) [24], the relevance model (RM) [17] and their extensions [12], among 
others. However, for the former, there is relatively little work done on selecting useful 
and representative feedback documents from the top-ranked ones for SDR, as far as we 
are aware. Recently, the so-called “Gapped Top K” and “Cluster Centroid” selection 
methods [25] have been proposed for text information retrieval (IR). “Gapped Top K” 
selects top K documents with a ranking gap J in between any two top-ranked documents, 
while “Cluster Centroid” groups the top-ranked documents into K clusters and selects 
one representative document from each cluster to obtain diversified feedback documents. 
Another more attractive and sophisticated method proposed for text IR is “Active-RDD” 
[26], which takes into account the relevance, diversity and density cues of the top-ranked 
documents for feedback document selection. The above three methods have not been 
extensively studied for SDR. 

In this paper, we go a step further by additionally exploring the non-relevance cue 
during feedback document selection, apart from the relevance, diversity and density cues. 
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As we will see later, the additional use of the non-relevance cue can further boost the 
SDR performance. In particular, the resulting feedback document selection method can 
effectively work in tandem with various query modeling techniques and different granu-
larities of index features. 

3. LEVERAGING EXTRA CUES FOR PSEUDO-RELEVANCE 
FEEDBACK 

Our SDR system first takes the initial query and employs the ULM retrieval model 
to obtain a number of top-ranked documents DTop = {D1, D2, …, DN}. Then in the pseu-
do-relevance feedback process, the system iteratively selects documents from DTop to 
form a representative set of feedback documents by simultaneously considering the rele-
vance, non-relevance, diversity and density cues. More specifically, each candidate feed- 
back document D is associated with a score that is a linear combination of measures of 
these cues, expressed as follows: 


Top P

* arg max  (1 ) ( , )  ( , )

                                      ( ) ( ) ,

Rel NR
D

Diversity Density

D M Q D M Q D

M D M D

   

 

 
      

    

D D    (6) 

where DP is the set of already selected feedback documents; MRel(Q, D), MNR(Q, D),  
MDiversity(D) and MDensity(D) are measures of relevance, non-relevance, diversity and den-
sity for each document D in DTop, respectively; ,  and  are weighting coefficients. The 
selection process illustrated in Eq. (6) will be executed iteratively until DP contains a pre- 
defined number of feedback documents. It is worth mentioning that the method de-
scribed in Eq. (6) bears a close resemblance in spirit to the maximal marginal relevance 
(MMR) ranking algorithm [27, 28] which was originally proposed for extractive docu-
ment summarization. Note also that MRel(Q, D) is just the similarity (query-likelihood) 
measure of the ULM retrieval model depicted in Eq. (1). In the following, we will de-
scribe how to model the other information cues we explore for a given candidate feed-
back document. 
 
3.1 Non-Relevance Measure 
 

For a given query Q, we can estimate a non-relevance model P(w|NRQ) of it based 
on the low-ranked documents obtained from the initial round of retrieval, and the non- 
relevance measure of a candidate feedback document D is thus defined by 

MNR(D) = KL(NRQ||D).   (7) 

The additional incorporation of MNR(D) for feedback document selection will prefer 
those documents that have only a small probability distance to the original query model 
but also a larger probability distance to the non-relevance model. Since the number of 
relevant documents with respect to a given query is usually very small compared to that 
of non-relevant ones in practice, we may assume that the entire spoken document collec-
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tion (more specifically, the background language model P(w|BG)) could offer an alterna-
tive estimate of the non-relevance model P(w|NRQ). 
 
3.2 Diversity Measure 
 

In the recent past, diversification of retrieval results has gained popularity in the text 
IR community, since it can be used to complement the conventional document ranking 
criteria which only consider relevance information and often suffer from returning too 
many redundant documents. By analogy, in the context of pseudo-relevance feedback, if 
we use the top-ranked documents that contain too much redundant information to esti-
mate the query model, then the second round of retrieval is prone to return too many 
“redundant” documents to the user. In order to diversify the selected feedback docu-
ments for better query reformulation, we compute the diversity measure of a candidate 
feedback document with respect to the set DP of already selected feedback documents, 
which is expressed as follows: 

P

1
( ) min [ ( || ) ( || )].

2j
Diversity j j

D
M D KL D D KL D D


  

D
    (8) 

3.3 Density Measure 
 

Intuitively, the structural information among the top-ranked documents can be taken 
into account as well during feedback document selection. For this idea to work, we can 
compute the average negative, symmetric probability distance between a document D 
and all the other documents Dh in DTop, which is expressed as follows: 

TopTop

1
( ) [ ( || ) ( || )],

1
h

h

Density h h
D
D D

M D KL D D KL D D




  

 
DD

    (9) 

where |DTop| is the number of documents in DTop. A document D having a higher value of 
MDensity(D) is deemed to be closer to the other documents in DTop and thus to be more 
representative (and less likely to be an outlier). 

4. EXPERIMENTAL SETUP 

4.1 Spoken Document Collection 
 

We used the Topic Detection and Tracking collection (TDT-2) [12, 29, 30] for this 
work. The Mandarin news stories from Voice of America news broadcasts were used as 
the spoken documents. All news stories were exhaustively tagged with event-based topic 
labels, which served as the relevance judgments for performance evaluation. The average 
word error rate (WER) of the spoken documents is about 35% [30]. The retrieval results, 
assuming that manual transcripts for the spoken documents to be retrieved (denoted TD, 
text documents, in the tables below) are known, are also shown for reference, compared 
to the results when only the erroneous transcripts by speech recognition are available 
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(denoted SD, spoken documents, in the tables below). The retrieval results are expressed 
in terms of non-interpolated mean average precision (MAP) following the TREC evalua-
tion [6]: 

1 1 ,

1 1
mAP

iNI

i ji i j

j

I N r 

      (10) 

where I is the number of test queries, Ni is the total number of documents that are rele-
vant to query Qi, and ri,j is the position (rank) of the jth document that is relevant to que-
ry Qi, counting down from the top of the ranked list. 

Table 1 shows some basic statistics about the TDT-2 collection. In order to evaluate 
the performance of the various feedback document selection methods studied in this pa-
per, the number of the top-ranked documents obtained from the first round of retrieval is 
set to 25 (i.e., |DTop| = 25) and the target number of selected feedback document is set to 
5 (i.e., |DP| = 5, unless otherwise stated. Albeit that, it is known that the way to systemi-
cally determine the values of the free parameters that the feedback document selection 
methods, as well as the retrieval models, incorporate is still an open issue and needs fur-
ther investigation and proper experimentation. 

 
4.2 Query Modeling 

 
In this paper, we employ RM and SMM for query reformulation in combination 

with the various feedback document selection methods studied in this paper. For a given 
query Q = w1, w2, …, wL, the refined query model based on RM [11] is formulated by 
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    (11) 

 
where the probability P(Dj) can be simply kept uniform or determined in accordance 
with the relevance of Dj to Q, while P(w|Dj) and P(wl|Dj) are estimated on the grounds of 
the word occurrence counts in Dj with the ML estimator. The RM model assumes that 
words w that co-occur with the query Q in the feedback documents will have higher 
probabilities. We had recently presented an improved version of the RM model by fur-
ther incorporating a set of latent topics into the modeling of P(w|Dj) and P(wl|Dj), re-
ferred to as the topic-based relevance model (TRM) hereafter. Just as with PLSA and 

Table 1. Statistics for TDT-2 collection. 

# Spoken documents 
2,265 stories 

46.03 hours of audio 
# Distinct test queries 16 Xinhua text stories (Topics 20001∼20096) 

 Min. Max Med. Mean 
Document length (in characters) 23 4841 153 287 
Length of query (in characters) 8 27 13 14 

# Relevant documents per test query 2 95 13 29 
 



ENHANCING QUERY FORMULATION FOR SPOKEN DOCUMENT RETRIEVAL 

 

561

 

LDA (cf. (3)), TRM introduces two sets of probability distributions, i.e., P(w|Tk) and 
P(Tk|Dj), to describe the “word-document” relationship: 
 

1 1

TRM

1 1

( ) ( | ) ( | ) ( | )
( ) .

( ) ( | ) ( | )

j P
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    (12) 

The model parameters P(w|Tk) and P(Tk|Dj) can be estimated by maximizing the total 
log-likelihood of the spoken document collection in terms of the unigram of all docu-
ment words observed. TRM assumes that the additional cues of how words are distrib-
uted across a set of latent topics, gleaned from all spoken documents in the collection, 
can carry useful global topic structure for relevance modeling [12]. 

On the other hand, SMM [24] assumes words in the set of feedback documents DP 
are drawn from two models: (1) the feedback model P(w|FB) and (2) the background 
model P(w|BG). The feedback model P(w|FB) is estimated by maximizing the log-like- 
lihood of the set of feedback documents DP expressed as follows, using the EM algo-
rithm: 

P

P

 = ( , ) log[ ( ) (1 ) ( | )],
j

j
D w V

LL c w D P w FB P w BG 
 
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where c(w, Dj) is the occurrence count of w in Dj and  is the interpolation parameter 
used to control the degree of reliance on P(w|FB) rather than on P(w|BG). The maximi-
zation of Eq. (13) can be conducted iteratively via the following two EM update equa-
tions:  
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where m denotes the mth iteration of the EM algorithm and c(w, Dj) is the number of 
times w occurring in Dj. The resulting feedback model can be linearly combined with or 
used to replace the original query model. A schematic illustration of the SDR process is 
shown in Fig. 1. 
 
4.3 Subword-level Index Units 
 

In an effort to alleviate SDR performance degradation caused by imperfect speech 
recognition, we also utilize different levels of index features for construct the query and 
document models involved in the KL-divergence measure, including words, syllable- 
level units, and their combination. To do this, syllable pairs are taken as the basic units 
for indexing besides words. The recognition transcript of each spoken document, in form 
of a word stream, was automatically converted into a stream of overlapping syllable pairs. 



BERLIN CHEN, YI-WEN CHEN, KUAN-YU CHEN, HSIN-MIN WANG AND KUEN-TYNG YU 

 

562

 

Then, all the distinct syllable pairs occurring in the spoken document collection were 
then identified to form a vocabulary of syllable pairs for indexing. We can simply use 
syllable pairs, in replace of words, to represent the spoken documents and test queries, 
and subsequently construct the associated language model distributions. 

Furthermore, it is well acknowledged that word-level indexing features possess 
more semantic information than subword-level features; hence, word-based retrieval en- 
hances precision. On the other hand, subword-level indexing features behave more ro-
bustly against the homophone ambiguity, open vocabulary problem, and speech recogni-
tion errors; hence, subword-based retrieval enhances recall. Accordingly, there is good 
reason to fuse the information obtained from indexing the features of different levels [12, 
31]. 

 
Fig. 1. A schematic illustration of the SDR process. 

5. EXPERIMENTAL RESULTS AND DISCUSSIONS 

5.1 Baseline Experiments 
 

At the outset, we compare the performance of RM, TRM and SMM when the top- 
ranked (i.e., top 25) documents obtained from the initial round of retrieval is used for 
constructing the refined query models. The corresponding results are shown in Table 2, 
where the results of ULM, PLSA and LDA are listed as well for reference. As mentioned 
earlier in Section 2.1, PLSA and LDA are two state-of-the-art (more sophisticated) 
LM-based retrieval models [21, 22], both of which incorporate a set of latent topics for 
representing (spoken) documents and determine the ranking of spoken documents with 
respect to a query based on the query-likelihood measure. It is also worth mentioning 
that ULM, PLSA and LDA perform retrieval only with the initial query. Inspection of 
Table 2 reveals three noteworthy points. First, the performance gap between the retrieval 
using manual transcripts (denoted by TD) and the recognition transcripts (denoted by SD) 
is about 0.05 in terms of MAP, such degradation is apparently less pronounced as com-
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pared to the WER of spoken documents [12]. Second, RM and SMM tend to perform on 
par with each other, and they deliver substantial improvements over ULM (and perform 
comparably to PLSA and LDA). Third, TRM exhibits superior performance over RM 
and SMM, which confirms the merits of leveraging topical information for query mod-
eling. 
 
5.2 Experiments on Feedback Document Selection 
 

In the second set of experiments, we evaluate the utility of the various feedback 
document selection methods investigated in this paper, including “Gapped Top K” (de-
noted by “Gapped” for short), “Cluster Centroid” (denoted by “Cluster” for short), “Ac-
tive-RDD” and our purposed method (cf. Sections 2 and 3), in concert with some of the 
above retrieval (query) models (the number of selected feedback documents is set to 5). 
The corresponding results are shown in Table 3, whereas the results of simply using the 
top N (N = 5, 10, 15, 20, 25 or 30) documents obtained from the initial round of retrieval 
to construct the refined query models are listed in Table 4 for comparison. A closer look 
at these results reveals three things. First, using either “Active-RDD” or our proposed 
method to select feedback documents seems to outperform that simply using the top N (N 
= 5, 10, 15, 20, 25 or 30) documents (cf. Table 4) obtained from the initial round of re-
trieval as the feedback documents by a big margin, indicating that appropriate feedback 
document selection is critical to the success of query reformulation. Second, our pro-
posed method delivers better performance gains over “Active-RDD” for all cases, which 
exhibits the advantage of using the non-relevance cue for feedback document selection. 
Third, “Gapped Top K” and “Cluster Centroid” both result in performance that appears 
to be much inferior to that of “Active-RDD” and our proposed method. 
 

Table 3. Retrieval results (in MAP) achieved by various combinations of retrieval mod-
els and feedback document selection methods. 

 RM TRM SMM 
 
 

TD 

Gapped 0.414 0.452 0.406 
Cluster 0.396 0.441 0.380 

Active-RDD 0.471 0.492 0.457 
Our Method 0.491 0.507 0.490 

Our Method + TW 0.523 0.522 0.496 
 
 

SD 

Gapped 0.357 0.391 0.333 
Cluster 0.378 0.395 0.325 

Active-RDD 0.437 0.461 0.403 
Our Method 0.448 0.475 0.424 

Our Method + TW 0.485 0.494 0.435  

Table 2. Retrieval results (in MAP) achieved by various retrieval models.  
 ULM PLSA LDA RM TRM SMM 

TD 0.371 0.418 0.401 0.421 0.456 0.415 

SD 0.323 0.435 0.341 0.369 0.397 0.361    
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Table 4. Retrieval results (in MAP) achieved when simply using the top 5, 10, 15, 25 or 
30 documents obtained from the initial round of retrieval for constructing var-
ious query models. 

 RM TRM SMM 

TD 

Top 5 0.405 0.440 0.438 
Top 10 0.417 0.452 0.483 
Top 15 0.421 0.455 0.468 
Top 25 0.421 0.456 0.415 
Top 30 0.421 0.457 0.411 

SD 

Top 5 0.369 0.396 0.399 
Top 10 0.372 0.398 0.398 
Top 15 0.370 0.397 0.367 
Top 25 0.369 0.397 0.361 
Top 30 0.369 0.396 0.360 

 

Table 5. Retrieval results (in MAP) for the SD case, achieved by using words, syllable- 
level units, and their combination for construct the query and document models. 

 RM TRM SMM 
Word 0.485 0.494 0.435 

Syllable 0.507 0.510 0.484 
Word+Syllable 0.531 0.521 0.505 

 

5.3 Experiments on IDF-Based Term Weighting 

In the third set of experiments, we explore to emphasize the roles of those words 
occurring in the feedback documents that have higher descriptive capabilities in the es-
timation of the refined query models. To this end, when estimating the refined query 
models, the occurrence count of a given word in a feedback document is multiplied (or 
weighted) by its corresponding inverse document frequency (IDF). IDF, indicating how 
predictive a word is, typically is expressed as a function of the inverse logarithm of the 
number of documents that contain the word [6]. It is evident from Table 3 that utilizing 
such an IDF-based weighting scheme (denoted by TW for short) can further improve the 
retrieval performance, in combination with the various retrieval modeling techniques (cf. 
Rows “Our Method” vs. “Our Method+TW” in Table 3). Furthermore, as compared to 
the baseline results of ULM and LDA shown in Table 2, it corroborates that more elabo-
rate query modeling is of paramount importance to an LM-based SDR system. 

5.4 Fusion of Different Levels of Indexing Features 

In the final set of experiments, we investigate how the word- and syllable-level 
index features complement each other in representing both the test queries and spoken 
documents. The results for the SD case are shown in Table 5, as a function of different 
query modeling techniques being used (i.e., RM, TRM and SMM). One thing to note is 
that these query modeling techniques are implemented in combination with our feedback 
document selection method and IDF-based term weighting method (denoted by “Our 
Method + TW”), as discussed previously in Section 5.3. As can been seen from Table 5, 
the results for the various query modeling techniques, in general, have consistent trends 
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with that of the previous experiments. In particular, there are two noteworthy points to 
these results. First, the subword-level (syllable-level) index features seem to show com-
petitive or even better performance than the word-level index features when being used 
for retrieving spoken documents on top of imperfect recognition transcripts (i.e., for the 
SD case). Second, not surprisingly, compared to the results of using either the word- or syl- 
lable-level index features in isolation, fusion of these two levels of index features can inher-
it their advantages so as to achieve better performance. It, therefore, implies that fusion of 
different granularities of index features works well for SDR, in concert with the presented 
feedback document selection method and IDF-based term weighting method scheme. 

6. CONCLUSIONS AND FUTURE WORK 

In this paper, we have presented a novel framework to incorporate various sources 
of information cues into the process of feedback document selection for enhanced LM- 
based query formulation (modeling) in SDR. The retrieval methods deduced from this 
framework have also been validated by extensively comparisons with several existing 
methods. The corresponding experimental results demonstrate the applicability of our 
methods for SDR. They also reveal that effective query formulation is critical to the suc-
cess of an SDR system. On the other hand, there exist diverse characteristics of (spoken) 
documents and test queries, such as the length and word usage for each document and 
each query, and the number of relevant documents for each query, among others, which 
would also significantly affect the ultimate performance of pseudo-relevance feedback 
(PRF) and query formulation in the LM-based retrieval framework. Although a detailed 
and comprehensive analysis of the aforementioned factors seems to be beyond the scope 
of this paper that was set out to develop effective modeling techniques for PRF and que-
ry formulation, this is left to our future work. In addition, we plan to explore more extra 
information cues and different model (and parameter) optimization criteria [28, 32, 33] 
for feedback document selection. We are interested, as well, in investigating more robust 
indexing and sophisticated modeling techniques [5, 9, 19] to represent spoken documents, 
in the hope that they can bring additional gains when being used in association with the 
various query modeling techniques and feedback document selection methods for larger- 
scale SDR tasks. Among other things, we would like to make use of this LM-based 
framework for speech recognition and summarization applications [34, 35]. 
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