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Energy-aware resource management in cloud computing has attracted lots of atten-

tion and many approaches have been proposed. A commonly used technique is server 
consolidation, which consolidates virtual machines (VMs) on a fewer physical servers 
and switches idle servers to low-power modes. Nevertheless, the majority of the proposed 
approaches do not consider load balance of active servers, which is an important issue 
that should not be ignored. In this paper, we investigate the problem of energy-aware re-
source management in cloud computing by taking load balance into account and formu-
late this problem as a multi-objective optimization model. The first optimization objec-
tive is to minimize the number of active servers and the second one is to balance the 
loads among these servers. Based on the proposed optimization model, a heuristic-based 
algorithm called greedy-based load balance (GBLB) algorithm is developed. Since re-
ducing the number of active servers generally increases the number of VM migrations, 
we further minimize the number of VM migrations in the proposed GBLB algorithm. 
Simulation results show that, compared with other three popular algorithms, the proposed 
GBLB algorithm can reduce the number of active servers and achieve the best load bal-
ancing level at the cost of a few more migrations.  
 
Keywords: resource management, cloud computing, load balance, virtualization, server 
consolidation, energy efficiency 
 
 

1. INTRODUCTION 
 

Cloud computing is a large-scale distributed computing paradigm supported by 
state-of-the-art data centers, in which a pool of computing resources is available to users 
(called cloud consumers) via the Internet [1]. In recent years, increasing demand for 
computational resources has led to a significant growth in the number of cloud compu-
ting servers, along with almost a double of the energy consumed by these servers and 
cooling infrastructures that support them [2]. Their share of power consumption is ap-
proximately between 1.1% and 1.5% of the total electricity used worldwide and is pro-
jected to rise even more [3]. High energy consumption gives rise to a large amount of 
operational cost which can accumulate more than the construction cost of servers and 
infrastructures in a short period [4]. This indicates the need for cloud service providers to 
adopt energy efficient resource management approach to ensure that their profit margin 
is not dramatically reduced due to high energy costs [5, 6]. 

Virtualization technology is widely adopted in cloud systems [7]. It can provide 
performance isolation between applications sharing the same resource and allow cloud 
providers to create multiple virtual machines (VMs) on a single physical server. By using 
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live migration [8, 9], VMs can be dynamically consolidated on a fewer physical servers 
and idle servers can be switched to low-power modes, i.e., sleep mode. This approach is 
known as server consolidation, which is seen as an efficient solution to increase resource 
utilization and reduce electric energy consumption in cloud systems [10]. 

Many efforts have been placed on the research of server consolidation and most of 
them focus on minimizing the number of physical servers. For example, Beloglazov et al. 
[5] investigate the problem of energy-aware resource allocation of cloud data centers and 
propose several heuristic algorithms to reduce the energy consumption via dynamic al-
location of VMs. Ferreto et al. [10] formulate server consolidation problem as a linear 
programming model which tries to minimize the number of active servers and introduce 
several heuristic-based algorithms to control VM migration. Wolke and Pfeiffer [11] 
adopt several well-known vector bin-packing heuristics to address the issue of VM con-
solidation with the objective of minimizing the number of physical servers. However, 
load balance is also an important issue in cloud computing system [12]. Imbalanced load 
of the physical servers will cause more VM migrations which could result in extra ener-
gy consumption [13]. Therefore, an energy efficient consolidation approach cannot use 
eager migrations which minimize the number of physical servers, and ignore the issue of 
load balancing. In view of this, we consider the problem of energy-aware resource man-
agement taking into account load balance. A multi-objective optimization model is pro-
posed with the first optimization objective of minimizing the number of active physical 
servers and the second one of minimizing the standard deviation of the CPU utilizations 
of the active servers. Based on the proposed multi-objective optimization model, we de-
velop a heuristic-based algorithm called greedy-based load balance (GBLB) algorithm.  

Server consolidation is achieved by VM migration, which is likely to cause negative 
effects on the service levels of application running on the migrated VM. Many previous 
studies [14-16] have evaluated this effect and concluded that the overhead of VM migra-
tion is small and can be acceptable in most cases. Also, migration costs may vary for 
different workloads due to the variety of VM configurations and workload characteristics 
[16]. Therefore, the overhead of VM migration is not formulated in the optimization 
model. However, the proposed GBLB algorithm tries to reduce this impact by adopting 
minimum VMs selection policy. We also perform extensive simulations with three syn-
thetic workloads, i.e. low workload, medium workload and high workload, and a real 
world cloud trace to evaluate the performance of our algorithm.  

The remainder of this paper is organized as follows. Section 2 reviews some signif-
icant related contributions in the literature. Section 3 introduces the system model used 
in this paper. Section 4 presents the multi-objective optimization model and introduces 
the details of the proposed algorithm. Simulations, experimental results and analyses are 
given in Section 5. We conclude our paper in Section 6. 

2. RELATED WORK 

In recent years, extensive efforts have been put into the research on server consoli-
dation in cloud computing environments. Kimbrel et al. [17] investigate dynamic place-
ment of web applications and introduce a heuristic algorithm, which tries to satisfy all 
the applications’ demand while changing the applications’ location as little as possible. 
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Karve et al. [18] further take into account balancing the resource utilization across all 
servers and introduce a heuristic algorithm which adds rebalancing placement to Kim-
brel’s algorithm. Tang et al. [19] adopt min-cost max-flow algorithm to optimize the 
relocation of applications. Tian et al. [20] extend the above researches, further minimize 
the resource utilization of servers in the worst case and introduce an approximation algo-
rithm. These studies have investigated the dynamic application placement problem which 
is similar to the consolidation of VMs in cloud computing environments. In these studies, 
the energy efficiency issue of resources is not considered. 

In order to address the energy efficiency issue, many energy-aware resource man-
agement approaches have been proposed. Lin et al [21] adopt dynamic voltage frequency 
scaling (DVFS) scheme and propose energy-aware task scheduling algorithms that can 
leverage per-core DVFS for multi-core platform. Kim et al. [22] investigate power-aware 
provisioning of VMs for real-life services and propose three DVFS-based RT-VM pro-
visioning heuristics. Bobroff et al. [23] present a server consolidation algorithm, Meas-
ure-Forecast-Remap (MFR), to reduce the amount of required physical resources without 
violating VMs’ performance. MFR algorithm predicates resource demand of VMs and 
dynamically remaps VMs to minimum number of active physical servers at each interval. 
These studies investigate the problem of energy-aware resource management approaches 
by only considering the CPU utilization without taking into account multiple resources, 
which are more suitable for real-life scenarios. 

To further take into consideration multiple resources, Cao et al. [4] propose a pow-
er-saving approach based on demand forecast for allocation of VMs. The authors use a 
modified knapsack algorithm to find appropriate allocation between VMs and servers. 
Speitkamp and Bichler [24] introduce a linear programming model which minimizes 
server costs under a set of constraints for server consolidation problem and propose an 
LP-relaxation based heuristic. Sharifi et al. [25] propose four models to identify the per-
formance interferences between processor and disk utilizations and the costs of migrat-
ing VMs. They develop an energy-aware scheduling algorithm using a set of objective 
functions. Perumal and Subbiah [26] propose a power-conservative server consolidation 
algorithm for resource management in cloud systems. The above research works have 
shown the effectiveness of the proposed algorithms in saving energy through extensive 
simulation-based experiments. 

3. SYSTEM ARCHITECTURE 

The active entities in a cloud computing system are users (resource consumers), re-
source providers and cloud scheduler [27, 28]. Users submit their jobs to the cloud 
scheduler. Resource providers can offer their resources to execute jobs submitted by us-
ers. The cloud scheduler is responsible for scheduling each job to an appropriate re-
source. Each user job is encapsulated into a VM with certain amount of CPU and 
memory requirements. Multiple VMs can concurrently run on a single physical server. 
The physical servers offered by resource providers are heterogeneous, which means that 
servers may have different memory capacity and CPU capacity, in terms of million in-
structions per second (MIPS). In a cloud computing system, physical servers communi-
cate with each other via a fully inter-connected network such that there is a connection 
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between each pair of physical servers. By using live migration, VM can be dynamically 
migrated to any other physical server in the system in runtime.   

Without loss of generality, suppose that a cloud computing system consists of m 
heterogeneous physical servers, denoted by P={p1, p2,…, pm}, and there are n VMs, de-
noted by V={v1, v2,…, vn}, running in the system. The jth physical server (denoted by pj) 
has certain amount of CPU capacity and memory capacity, which can be obtained by its 
configuration information. Denote by Ωj and Γj the CPU capacity and memory capacity 
of pj, respectively. The CPU demand and memory demand of the ith VM (denoted by vi) 
are represented by ωi and γi, respectively. In this paper, we assume that the resource de-
mands of VMs are constant during their runtimes and this assumption has been widely 
accepted in many other researches [19, 20, 26, 29]. As a future work, we will do research 
on the scenario of variable demands of VMs. The resource demands of the VMs can be 
achieved by using some prediction techniques, such as [30, 31]. Thus, the server consol-
idation problem can be depicted as follows: given a current mapping of n VMs to m PMs, 
how to dynamically remap these VMs to physical servers to optimize some performance 
criteria, such as the number of active servers and load balance of active servers, under a 
series of constraints. 

4. PROBLEM FORMULATION AND PROPOSED ALGORITHM 

4.1 Problem Formulation 

In this section, we formulate the server consolidation problem described above. Be-
fore giving the optimization objectives, some definitions should be explicitly understood.  

Definition 1: VM Allocation Matrix: The VM allocation matrix A=(aij)n× m is a 0-1 matrix, 
in which if VM vi is allocated on physical server pj, then aij=1; otherwise, aij=0. n and m 
are the numbers of VMs and physical servers in the system, respectively. 

Definition 2: m-Dimensional State Vector: S={s1, s2,…, sm}, where sj =1 indicates that 
physical server pj is an active server, which means that there is at least one VM running 
on the sever; otherwise, physical server pj is in sleep mode or powered off.  

Definition 3: CPU utilization: the CPU utilization of physical server pj, denoted by ρj, 
can be defined as the sum of CPU requirement of VMs running on pj divided by its total 
CPU capacity [19], i.e., 
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where |S|2 is equal to the number of active physical servers, which can be calculated by  
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Reducing the number of active physical machines in data center to serve the same 
amount of workloads is of great attraction for cloud operators [29]. Similar to some pre-
vious research works [10, 15, 29], in the paper, we also use the number of active physi-
cal machines as the main metric to measure the degree of energy consumption in clouds. 
Then the server consolidation problem becomes how to find a new VM allocation matrix, 
A′=(a′ij)n× m, which could minimize the number of active servers to reduce energy con-
sumption and balance the load of the active servers to avoid frequent consolidation 
caused by the unbalance of servers’ utilizations. Thus, the multi-objective optimization 
model can be formulated as follows. 
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The optimization objectives are minimizing the number of active physical servers, Eq. 
(4), and minimizing the standard deviation of the CPU utilizations of the active servers, 
Eq. (5). In Eq. (5), the term sj indicates whether physical server pj is an active server or not. 
If pj is active, then sj =1; otherwise sj =0. The term |S|2 denotes the number of active phys-
ical servers, which is calculated by Eq. (3). Eqs. (6)-(10) are the constraints of the pro-
posed optimization model. Constraints Eqs. (6) and (7) indicate that a VM can only be 
allocated to one physical server. Constraint Eq. (8) is CPU capacity restriction, which en-
sures that the total CPU requirements of VMs allocated on a physical server should not 
exceed its CPU capacity. Constraint Eq. (9) is memory capacity restriction, which is simi-
lar to CPU capacity restriction. The last constraint denotes that if there is one or more 
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VMs allocated on a physical server, the physical server is in active mode, which means 
that it is an active server; otherwise, the physical server is in sleep mode and it is not an 
active server. 

It can be seen that the formulated server consolidation problem, Eqs. (4)-(10), is 
actually a variant of the Class Constrained Multiple Knapsack problem [32]. Due to the 
NP-hardness of this problem, approximation algorithms that suffice to find a near opti-
mal solution are more promising [33]. Therefore, we develop a heuristic algorithm called 
greedy-based load balance (GBLB) algorithm. 

4.2 The GBLB Algorithm 

In this section, we present the details of the developed GBLB algorithm, shown in 
Algorithm 1, which is used to optimize the current VM allocation. The GBLB algorithm 
consists of two parts: the first part adjusts the VMs on high utilization servers and the 
second part consolidates VMs on low utilization servers. 
 
Algorithm 1: Greedy-based load balance (GBLB) algorithm. 
Input: the current VM allocation matrix A, VM set V and physical server set P. 
Output: a new VM allocation matrix A′. 
1  A′=A; 
2  while there is a physical server, pj, whose utilization is higher than Uupper do 
3    VMset = VM _ Select(pj); 
4    foreach vi in VMset do 
5      select a destination physical server, pj′= PhysicalServerSelect (vi); 
6      migrate vi from pj to pj′; 
7      change the VM allocation matrix A′;  
8   End foreach 
9  End while 
10 LPS= SelectLowestUtilizationServer(P); 
11 while all the VMs on LPS can be migrated to other active servers do  
12   foreach v′ running on LPS do 
13     select a destination physical server, LPS′= PhysicalServerSelect (v′); 
14     migrate v′ from LPS to LPS′; 
15     change the VM allocation matrix A′; 
16   end foreach 
17   switch LPS to sleep mode; 
18   LPS = SelectLowestUtilizationServer(P); 
19 end while 

For the first part of Algorithm 1 (lines 2-9, Algorithm 1), we adjust the allocations 
of the VMs on high utilization servers. The basic idea is to set an upper utilization 
threshold, Uupper, for all physical servers, as it is also used in [5]. If a server’s CPU utili-
zation exceeds this threshold, the best VM should be migrated from the server in order to 
avoid the risk of SLA violation. Algorithm 2 shows the selection of the best VM which 
must satisfy two conditions [5]: first, the utilization of the VM should be higher than the 
difference between the upper utilization threshold and the server’s utilization; second, if 
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the VM is migrated from the server, the difference between the upper utilization thresh-
old and the new utilization of the server is the minimum among the values provided by 
all the VMs on the server (lines 1-9, Algorithm 2). If no such a VM exists, the VM with 
highest utilization will be migrated to ensure that the number of VM migrations is mini-
mum (lines 10-14, Algorithm 2). This process continues until the new utilization of the 
server below the upper utilization threshold. 

 
Algorithm 2: VMSelect (pj) 
Input:  set of VMs running on physical server pj. 
Output: VMs need to be migrated from pj. 
1 sort all the VMs running on pj by CPU requirement in ascending order, such as vj1, vj2, …, vjl; 
2 while pj.utilization > Uupper do 
3   for i = 1 to l do 
4     if pj.utilization – Size(vji)/Size(pj) < Uupper then 
5       add vji to VMset;  
6       remove vji from pj; 
7       break;  
8     end if 
9   end for 
10  if (i > l) 
11    add vjl to VMset; 
12    remove vji from pj; 
13   l=l1; 
14  end if 

15 end while 
16 return VMset; 
 

For the second part of Algorithm 1 (lines 10-19, Algorithm 1), we consolidate the 
VMs running on low utilization servers. If the utilization of an active server is low, all 
the VMs on this server should be migrated to other active servers and then this server 
becomes an idle server, which can be switched to sleep mode to eliminate the energy 
consumption. The consolidation of low utilization servers is an iterative process (lines 
10-19, Algorithm 1): for each time, the algorithm selects the active server with the low-
est utilization, then judges whether all the VMs on the server can be migrated or not. If 
all VMs can find a destination active server using Algorithm 3, GBLB algorithm will  
migrate all the VMs from the server and switch this server to sleep mode to eliminate the 
power consumption; otherwise, the algorithm stops. 

 
Algorithm 3: PhysicalServerSelect (vi) 
Input: set of physical servers P and vi. 
Output: a physical server: ps. 
1  sort the physical servers in ascending order by residual CPU capacity, such as p1′, p2′, …, pm′; 
2  for j=1 to m do 
3     if  p′j.utilization + Size(vi)/Size(p′j)<= Uupper then 
4       ps = p′j ; 
5       break; 
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6     end if 

7  end for 
8  return ps; 
 

In the proposed algorithm, we make sure that the utilization of every active server is 
below the upper threshold to avoid the violation of application performance and also use 
greedy strategy to make sure that the utilization of every active server is as close to the 
upper threshold as possible to reduce the number of active servers and balance workload 
among the active servers. Although we assume that the resource demands of VMs are 
constant during their runtimes, the proposed algorithm can also be applied to the scenario 
where VMs’ demands are variable, by regularly re-optimizing the VM-to-PM mapping 
based on the changes of the VMs’ load. 

5. PERFORMANCE EVALUATION 

To investigate the performance of the proposed algorithm, we compare it with other 
three algorithms proposed in related researches, i.e., dynamic consolidation with migra-
tion control (DCMC) algorithm [10], double-threshold VM selection (DTVS) algorithm 
[5] and optimal VM placement (OVMP) algorithm [26]. These three algorithms are rep-
resentative ones which have been proposed to conduct server consolidation to reduce 
energy consumption in cloud data centers. DCMC algorithm does not migrate the VMs 
that do not change their resource demands. It remaps the VMs with changing resource 
demands to the server which is selected using best-fit decreasing heuristic. The basic 
idea of DTVS algorithm is to set lower and upper CPU utilization thresholds for servers 
and keep the CPU utilizations of active servers between these thresholds. If a server’s 
CPU utilization is below the lower threshold, all VMs on the server should be migrated 
to other active servers and the server can be switched to sleep mode. If a server’s CPU 
utilization exceeds the upper threshold, some VMs should be migrated to other servers to 
reduce its utilization. The idea of OVMP algorithm is to migrate all the VMs on the un-
derutilized physical machines whose remaining available memory resource is less than 
50% of total memory capacity, and switch off the idle physical machines. According to 
[5], the lower and upper utilization thresholds are set to 0.4 and 0.85 respectively in the 
following experiments.  

5.1 Experiment Environment 

Our experiments are performed on CloudSim toolkit, which is a modern and exten-
sible simulation framework [34]. All the experiments are performed on a Pentium(R) 
Dual-Core processor with 2.8GHz and 4GB of memory. The physical infrastructure sim-
ulated in the experiments is composed of 1000 heterogeneous physical servers, each of 
which has one CPU core with CPU capacity uniformly distributed within the range of 
100-300 MIPS. The memory capacity of each physical server is uniformly distributed 
over the set of {2G, 4G, 8G, 16G}. Each VM has a different CPU demand uniformly 
distributed within the range of 20-80 MIPS and a memory demand which is uniformly 
distributed over the set of {256M, 512M, 1G, 2G}. As described in section 3, this paper 
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tries to address the problem of server consolidation, which involves the process of dy-
namically remapping VMs to physical servers. Since runtimes of VMs don’t influence 
this process, we do not consider it in our experiments. To comprehensively evaluate the 
consolidation performance of our algorithm, we examine three simulated scenarios with 
different workloads, i.e. low workload, medium workload and high workload, and also a 
real world workload trace [35]. There are 500, 1000, 2000 VMs, which are running in 
the data center, for low workload, medium workload and high workload respectively. 
The details of the real world cloud trace are presented in section 5.2.3. Each experiment 
has been run 2000 times and the results presented in this paper are the mean value of the 
results obtained by the 2000 experiments. 

5.2 Experimental Results 

In this section, we present the simulation results of the conducted experiments. In 
Experiment 1, we compare two performance metrics, i.e. the average number of active 
servers and the average number of migrations, which are also used in [10]. In Experi-
ment 2, we compare two metrics, i.e., the standard deviation of CPU utilizations of all 
active servers and the average CPU utilization of all active servers. In Experiment 3, we 
evaluate the proposed algorithm under the real workload trace.   

5.2.1 Experiment 1 

Fig. 1 shows the results of the two measured metrics obtained by the four algorithms 
with different workload groups. As can be seen from Fig. 1 (a), the proposed GBLB algo-
rithm needs the fewest active servers to hold all the VMs. Compared with the DTVS algo-
rithm, the proposed GBLB algorithm can reduce active servers by about 22.2%, 10.9% and 
12.3% to process low, medium and high workloads respectively. Fig. 1(b) shows that 
DTVS algorithm needs the fewest migrations. Compared with the DTVS algorithm, the 
proposed GBLB algorithm needs more VM migrations by about 17%, 10% and 13% in low, 
medium and high workload situations respectively. Moreover, compared with the OVMP 
algorithm, the proposed GBLB algorithm can also obtain the less active servers with a little 
more migrations. It can be seen that the only disadvantage of the proposed algorithm is that 
GBLB algorithm needs a little more VM migrations than DTVS algorithm. This is because 

 
 
 
 
 
 
 
 
 
 
 
 
 
(a) The number of active serves with different 

workloads. 
(b) The number of migrations with different 

workloads. 
Fig. 1. Comparisons on the number of active servers and migrations with different workloads. 
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the proposed algorithm only set an upper utilization threshold for servers and the VMs 
can be consolidated on as few servers as possible if only the active servers’ utilization is 
less than the upper threshold. Reducing the number of active servers will generally in-
crease the number of virtual machine (VM) migrations. From the comparison, we can see 
that there has to be a trade-off between the two metrics. In this paper, we treat reducing 
the number of active servers more importantly than VM migrations because reducing 
energy consumptions of the active servers is one of the main objectives of this paper. 
Therefore, the proposed GBLB algorithm can use the fewest active servers to hold all the 
workloads with only a little more VM migrations. 

5.2.2 Experiment 2 

In this section, we evaluate the effectiveness of the load balance. The metrics meas-
ured are the standard deviation of CPU utilizations of all active servers (LB_std) and the 
average CPU utilization of all active server,ρ (Eq. (2)). LB_std indicates the discrete 
degree of the CPU utilizations of active servers and it is calculated by Eq. (4). The 
smaller the LB_std, the better the load balancing level. Fig. 2 shows the results obtained 
by the four algorithms with different workload groups. It can be easily seen that the pro-
posed GBLB algorithm can achieve the lowest LB_std, which indicates that GBLB algo-
rithm can obtain the best load balancing level among the compared algorithms. Also, the 
average CPU utilization obtained by GBLB algorithm is higher than that obtained by the 
other three algorithms.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
To further compare the CPU utilizations of active servers, we randomly choose one 

result from the 2000 experiments, as it is shown in Fig. 3. For each workload group, a 
dot represents the CPU utilization of one active server and the straight line represents the 
average CPU utilization of all active servers. It can be seen that the active servers’ utili-
zations obtained by GBLB algorithm are more even than those obtained by DTVS algo-
rithm for the three different workload groups. This is because GBLB algorithm makes 
sure that the utilization of every active server is as close to the upper threshold as possi-
ble to balance the workload among the active servers. 

 

(a) The LB std with different workloads. (b) The average CPU utilization with dif-
ferent workloads. 

Fig. 2. Comparisons on LB_std and the average CPU utilization of active servers with different work-
loads. 
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5.2.3 Experiment 3 

In this section, we compare the performance of the proposed GBLB algorithm with 
the other two algorithms under Google cluster-usage traces [35], which is generated by 
the logs from the Google cloud computing cluster. The reported Google cluster-usage 
traces for version 2.1 contain the records from a cluster of about 12.5k machines over 
about a month-long period in May 2011. We generally choose 1000 task records from a 
task event table and 200 machine records from a machine event table. Each task record 
contains attributes of job ID, CPU request and memory request. The latter two attributes 

Fig. 3. Active servers’ utilization of GBLB algorithm and DTVS algorithm with different workload groups. 

(a) GBLB (b) DTVS 

(c) GBLB 

(e) GBLB (f) DTVS 

(d) DTVS 
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are normalized values from 0 to 1 (1 represent the maximum value of the CPU/memory 
request in the task event table). Each machine record contains resource ID, CPU and 
memory capacity, which are also normalized from 0 to 1 (1 is the maximum CPU/me- 
mory capacity in the machine event table). These normalized values are directly used in 
the experiment because the CPU/memory capacity of machines is about 4-10 times as 
large as the CPU/memory request. Table 1 shows the results of the four considered met-
rics obtained by different algorithms under Google cluster-usage traces. It can be seen 
that the proposed GBLB algorithm can achieve the minimum active servers, best load 
balance level and highest average CPU utilization. The only disadvantage of GBLB al-
gorithm is that it needs a little more VM migrations than the other two algorithms. 
Therefore, we could conclude that the proposed GBLB algorithm can also perform well 
under the real workload trace. 

 
Table 1. Results obtained by different algorithms under real workload trace. 

Algorithms No. of active servers No. of migrations LB_std Average CPU utilization 

DTVS 
OVMP 
GBLB 

191 
177 
152 

241 

270 
287 

0.085 
0.187 
0.062 

0.706 
0.735 
0.799 

6. CONCLUSIONS 

With the increasing demand for computational resources, the number of cloud com-
puting servers has significantly grown and caused enormous amounts of electrical energy 
consumption, resulting in high operational cost and carbon dioxide emissions. One possi-
ble approach to deal with this situation is to use the server consolidation approach, which 
allows data centers to optimize resource usage and reduce electric power consumption by 
consolidating multiple VMs on a fewer number of physical servers. However, most exist-
ing studies on server consolidation rely on eager migrations without considering the factor 
of load balance. In this paper, we future take into account this factor and propose a mul-
ti-objective optimization model, which minimizes the number of physical servers, as well 
as balances the load among the physical servers. The proposed algorithm adopts minimum 
VMs selection policy to avoid the performance degradation caused by VM migrations. It 
is verified that the proposed approach can reduce the number of active servers and achieve 
best load balancing level at the cost of a little more migrations. 

In the proposed optimization model (Eqs. (4)-(10)), two physical resources, i.e., 
CPU and memory, are considered. The resource of CPU is formulated as an optimization 
objective (Eq. (5)) and memory resource is formulated as a constraint (Eq. (9)). However, 
in modern cloud environments, multi-core physical machines are more promising. As a 
future work, we will do further research on the scenario of multi-core physical machines. 
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