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In recent days, uncovering the hidden patterns from social media is an important and 

essential task. For this purpose, some of pattern mining techniques are proposed in the 
traditional works. But, it has some drawbacks include vagueness of termination criteria, 
lack of interpretability, may extract the meaningless patterns and cannot adapt any con-
straints within the time interval. In order to overcome these issues, this paper proposed a 
Rule Generation and Clustering based Uncovering Hidden Patterns in Social Media 
(RCUHP-SM) technique to uncover the hidden patterns. The main aim of this technique 
is to analyze, observe and understand the human behavior. At first, the customer review 
dataset is given as the input and it will be preprocessed by eliminating the irrelevant and 
unwanted attributes. After that, the descriptive sentences are extracted from the prepro-
cessed data and its score is calculated by counting the tagged words. It is based on the 
positive, negative and neutral reviews of the user of each product. Then, a set of rules 
from R1 to R27 is framed to predict the category of review. Consequently, the threshold 
value is calculated to create the cluster groups into least similar, moderately similar and 
most similar. Then, it will be labeled as C1 to C6 based on its category. In the analysis 
phase, the features are extracted from the product description and it’s corresponding 
score is computed. Based on the score, the features are sorted and analyzed for the rec-
ommendation. In this work, the novelty is presented in rule generation, similarity com-
putation, threshold based cluster formation and analysis stages. In experiments, the per-
formance of the proposed uncovering hidden pattern system is evaluated and compared 
in terms of Mean Absolute Precision (MAP), Mean Absolute Error (MAE) and Root 
Mean Squared Error (RMSE) measures.    
 
Keywords: hidden pattern mining, stop words removal, parts of speech (POS) tagging, 
rule generation, threshold based clustering, similarity computation, filtering and feature 
analysis 
 
 

1. INTRODUCTION 
 

Social Networking sites include Google+, Facebook, Twitter, LinkedIn and etc., 
contains an effective channel to be connected with internet subscribers for sharing the 
views and thoughts with others [1-3]. It has been adopted by many businesses and more 
companies are using these sites to offer different services. Moreover, recent research 
works indicate that more people are using social media for socializing, information re-
ceiving and entertaining purposes. The social media applications support sales, customer 
care, product development and innovation. These sites [4] comprises a massive amount 
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of data such as comments, tweets and etc. that is extensively distributed over different 
sites. This type of data hides the implicit pattern that cannot be determined by the tradi-
tional habitual analysis procedures. To identify and analyze the implicit patterns, the data 
mining techniques are used. Normally, the social media datasets are large in size, com-
plex and not standardized. The main intentions of uncovering hidden patterns from large 
datasets are as follows: 
 
 Analyze  
 Observe 
 Understand 
 
1.1 Problem Description 

 
In recent days, the process of discovering hidden pattern information [5, 6] from the 

social data has emerged as an interesting field of data mining. The data mining tech-
niques provide an effective procedure to retrieve the information, preprocess the data, 
analyze the data and to extract the hidden patterns. The reviewers use the hidden pattern 
analysis to provide their opinion about various subject matters in the course of discussion. 
The opinion analysis [7-10] is defined as the recommendations and suggestions of the 
reviewers that is based on his/her own perspectives. Moreover, the opinions are catego-
rized into positive, negative and neutral polarities. The text analysis and pattern mining 
techniques are the backbone of opinion analysis.   
 
1.2 Motivation 

 
In this work, a new recommender system, namely, Rule Generation and Clustering 

based Uncovering Hidden Patterns in Social Media (RCUHP-SM) is developed to gen-
erate an interface based on the social data by analyzing, observing and understanding the 
user views [11]. In addition, an improved association rule is formed to classify the re-
views of the user and an exclusive similarity based clustering algorithms are proposed 
for data generalization. Here, a prediction estimation is generated based on a quality re-
gression function. Then, the data validation is performed with the help of an efficient 
recommender system.  
 
1.3 Contribution 

 
The major contributions of this paper are as follows: 
 

 To preprocess the customer review dataset, stop words removal and Parts of Speech (POS) 
tagging processes are performed in the preprocessing stage.  

 To compute the score, the positive, negative and neutral reviews of each product are 
estimated.  

 To compute the similarity between the user reviews of the product, a set of predefined 
rules from R1 to R27 are generated. 

 To form a cluster group, the threshold value is computed based on the similarity be-
tween the reviews.  
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1.4 Organization 
 
The remaining sections of the paper are organized as follows: Section 2 reviews 

some of the existing works related to hidden pattern mining and feature extraction in 
social media. Section 3 presents the detailed description of the proposed uncovering 
hidden pattern mining algorithm. Section 4 evaluates the results of both existing and 
proposed mining techniques. Finally, the paper is concluded and the future work to be 
carried out is stated in Section 5.  

2. RELATED WORK 

This section reviews some of the existing works related to pattern mining, data pre-
processing, stop word removal, clustering and POs tagging. Liu, et al. [3] developed a 
temporal skeletonization approach to address the problem of curse of cardinality in se-
quential data analysis. The main aim of this paper was to identify the temporal patterns 
by summarizing the temporal correlations in an undirected graph. The challenging tasks 
faced in this work were as follows: 
 
 Computational Complexity – It identified the frequent sequential patterns for large sym- 

bol sets. 
 Rareness – The growing cardinality of the specific sequential pattern was decreased. 
 Granularity – The useful patterns were diluted due to the large number of symbols in a 

sequence. 
 Noise – The multi-modality of events and useful patterns were not replicated, due to 

the nature of sequential events.  
 
Lyons, et al. [12] introduced a Hidden Markov Model (HMM) fold technique for 

protein fold recognition. Here, the HMM profiles were extracted by using the profile- 
profile sequence alignment technique. The temporal clusters are identified in the low- 
dimensional embedding space of the temporal graph. The cardinality of the sequential 
data was reduced  

To evaluate the performance of the suggested technique, three difference bench-
mark datasets such as Ding and Dubchak (DD), Extended Ding and Dubchak (EDD) and 
Taguchi and Gromiha (TG) were utilized in this paper. Ruiz, et al. [13] suggested a new 
approach to mine the rules based on the fuzzy rules. Moreover, a new approach was pre-
sented to represent and evaluate the fuzzy rules then the formal model was implemented 
for feature extraction.  

The major advantages of this paper were as follows: 
 
 It expressed some knowledge useful in different domains include fraud detection, chemi- 

cal processes, medicine and anomaly deviations. 
 It attained more understandable results by using the fuzzy rules.  

 
Here, two measures include confidence and certainty factor were evaluated to re-

duce the number of rules. Song, et al. [14] introduced a cluster based feature subset se-
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lection algorithm to find a subset of features in a high dimensional data. The stages in-
volved in this concept were as follows: 
 
 Irrelevant features removal 
 Minimum Spanning Tree (MST) construction  
 MST partitioning and representative features selection  

 
In this paper, the redundant and irrelevant features were removed by using the fea-

ture subset selection algorithm. The dimensionality of the data was reduced by consider-
ing each cluster as a single feature. Lu, et al. [15] developed a framework to discover 
various user search goals based on the feedback sessions. The performance of inferring 
user search goals was evaluated with the help of Classified Average Precision (CAP). 
This work was categorized into three classes include query classification, search result 
recognition and session boundary detection. Hu, et al. [16] recommended a clustering 
based collaborative filtering approach for big data applications. The main objectives of 
this technique were to select the similar services in the same cluster for recommending 
the collaborative services. The advantage of this work was, it reduced the online execu-
tion time of collaborative filtering.   

Pimpale and Patel [17] conducted an experiment with POS tagging for Indian social 
media text. In this application, the WEKA tool was utilized to test various machine lear- 
ning techniques. The features used for training and testing were as follows: 

 
 Language of the word 
 Language of the previous and next word 
 POS tags 
 Position of the word in sentence 

 
Also, the authors utilized an unlabeled data for training to represent the use of dis-

tributed vectors. Pandya, et al. [18] compared the classification and association rule min- 
ing techniques to uncover the hidden patterns in an Indian university. The main intention 
of this paper was to find the fitness of the technique in an education field. Karami, et al. 
[19] suggested a new approach, namely, Fuzzy Approach Topic Model (FATM) to un-
cover the hidden patterns in medical text collections. The document term frequency ma-
trix was evaluated by calculating the value of Global Term Weighting (GTM). To model 
an unstructured document, a fuzzy set theory and clustering techniques were utilized in 
this paper. Bellogin, et al. [20] suggested a coverage metric to uncover and compensate 
the precision metrics used for social, collaborative and hybrid recommenders. The main 
intention of this paper was to adjust each recommender’s weight based on the user cor-
rectness and relevance in a social network. The main drawback of this concept was, it 
doesn’t have the capability to produce recommendations for users. Havens, et al. [21] re- 
commended a Fuzzy C-Means (FCM) clustering technique for processing very large data. 
In this paper, the methods were compared based on the followings: 

 
 Sampling followed by non-iterative extension 
 Kernelized version of FCM 
 Incremental techniques 
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From the analysis, it was identified that the kernel clustering required high memory 
for storing the kernel matrix, which was the main drawback of this FCM. Moreover, the 
complexity of these algorithms were also analyzed in this paper. Thilagavathi, et al. [22] 
investigated different hierarchical clustering algorithms based on its advantages and dis-
advantages in data mining. From the survey, it was analyzed that the hierarchical clus-
tering provided more informative structure compared than the unstructured set of clusters. 
Wu, et al. [23] recommended a neighborhood based collaborative filtering approach to 
predict the Quality of Service (QoS). The main considerations of this paper were listed 
as follows: 
 
 The impact of different QoS scale was improved by calculating the adjusted cosine bas- 

ed similarity. 
 It used a similarity fusion based approach to increase the prediction accuracy. 
 It handled the data sparsity problem. 

 
The major drawbacks of this paper were, not-scalable and it don’t learn anything 

from the user profile. Li, et al. [24] developed a multidimensional clustering based col-
laborative filtering approach to improve the recommendation diversity. This work in-
cludes the following stages: 
 
 Data preprocessing 
 Multidimensional clustering 
 Selecting the appropriate clusters for recommendation 

 
The main aim of this paper was to increase the effectiveness and diversity of user 

recommendation. Pham, et al. [25] introduced a clustering based collaborative filtering 
approach for social network analysis. The authors of this paper applied this approach on 
the following scenarios: 
 
 Academic venue recommendation 
 Trust-based recommendation 

 
Here, the social relationship between the users was identified based on the ratings 

data. Also, a complex network clustering algorithm was applied in this work to group the 
similar users. Renaud-Deputter, et al. [26] developed a new approach based on implicit 
recommender system by integrating both the clustering and matrix factorization. In this 
paper, a high dimensional, parameter free, and divisive hierarchical technique was im-
plemented. The major advantage of this technique was, easy to implement, very effective 
and could be applied to any datasets. Vyas, et al. [27] analyzed the normalization and 
transliteration problems for multilingual context. From the paper, it was analyzed that the 
language identification, normalization and POS tagging were considered for improving 
the results.  

Lin, et al. [28] introduced a new similarity measure to estimate the similarity be-
tween two documents based on a feature. In this paper, the real time datasets were uti-
lized to measure the effectiveness of the text classification and clustering problems. An 
average score of the features occurring at the least two documents was considered. The 
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algorithms considered in this work were, single linkage, average linkage, complex link-
age, k-means, DBSCAN and CLIQUE. Najafabadi, et al. [29] suggested a collaborative 
filtering technique to mine an implicit data based on clustering and association rules. The 
similar interest patterns were discovered by implementing a modified preprocessing tech- 
nique. Moreover, the size of the data and the dimensionality of item space were reduced 
by employing the clustering technique. Lee and Yun [30] provided an efficient approach 
to mine an uncertain frequent patterns without false positives. The proposed list-based 
data structures and pruning techniques efficiently mines the frequent patterns without 
any pattern loss. The efficiency of the method was analyzed in terms of runtime, scala-
bility and runtime.   

From the survey, the merits and drawbacks of existing pattern mining techniques 
are investigated. In order to solve those issues, this paper proposed a new technique for 
uncovering patterns in social media. The description about the proposed technique is 
discussed in the next section.  

3. PROPOSED METHOD 

This section presents the detailed description of the proposed Rule Generation and 
Clustering based Uncovering Hidden Patterns in Social Media (RCUHP-SM) system. 
The overall flow of the proposed system is shown in Fig. 1, which includes the following 
stages: 

 
 Preprocessing 
 Score computation 
 Rule generation 
 Thresholding based clustering 
 Overall recommendation 

 
At first, the input customer review dataset is given as the input, which is prepro-

cessed to eliminate the irrelevant and unwanted attributes in the dataset. After that, the 
stop words like wh words and conjunction words are removed from the sentence. Then, 
the Parts of Speech (POS) tagging is applied to extract the adjectives and adverbs from 
the sentence. Because, it describes the mode such as positive or negative of the sentence, 
the descriptive sentences are extracted to compute the score value. Here, we generate 
some rules to find the similarity between the reviews in the social media. Then, the 
threshold value is computed to create the cluster of reviews based on the similarity val-
ues. It is categorized into least similar, moderately similar and most similar. Then, the 
overall recommendation is displayed for further process. In the analysis phase, the fea-
tures are extracted and its corresponding score is calculated. Based on this value, the 
features are analyzed for the recommendation.  
 
3.1 Preprocessing 

 
Initially, the given customer review dataset is given as the input, which is prepro-

cessed by eliminating the unwanted attributes in the data. The main aim of preprocessing 
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is to reduce the file size and improve the quality of the data. In this stage, the following 
processes are performed. 

 
 Special characters removal 
 Unwanted spaces removal 
 Stemming 
 Stop words removal 
 POS tagging 

 

 
Fig. 1. Overall flow of the proposed system. 

 

The stop words include wh words, conjunction words, auxiliary verbs, articles, pre- 
positions, pro-nouns and etc. Removing these words from the dataset can reduce the di-
mensionality of term space. In text mining applications, the stop words are not measured 
as keywords. The stop words removal is an important preprocessing step, because which 
are language specific functional words and has no information. After removing the stop 
words, the POS tagging is applied to assign each word in a sentence. Typically, the POS 
contains some important grammatical information. The main aim of POS tagging is to 
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select a most probable speech sequence of the words in the sentence. Moreover, it sepa-
rates the sentence into a noun, adjective, adverb, verb and all the parts of speech tag. 
 
3.2 Score Computation and Rule Generation  

 
After preprocessing, the tagged words from the database are counted to calculate 

the number of positive, negative and neutral words in each review. It will be compared 
with the trained words, based on this value, the score is computed. To identify each re-
view as positive, negative or neutral based on the calculated score, some predefined rules 
are generated in this paper. In this process, there are 27 numbers of rules include R1 to 
R27 are formed to predict whether the review is positive, negative or neutral. If the 
number of positives, negatives and neutrals are 1, it is set to be rule 1 and its review is 
considered as neutral. Moreover, the review is categorized based on the greater value, for 
instance, if the number of positives is greater than the negatives and neutrals, it is con-
sidered as a positive review. Likewise, if the number of negatives is greater than the oth-
er, it is considered as negative. Similarly, the neutral is also estimated. Based on the cat-
egory of reviews, the similarity is computed. The rules are tabularized in Table 1. 

 

Table 1. Rule generation. 
Rules No of positive No of negative No of neutral Review 

R1 1 1 1 Neutral 
R2 1 1 2 Neutral 
R3 1 1 3 Neutral 
R4 1 2 1 Negative 
R5 1 2 2 Negative 
R6 1 2 3 Negative 
R7 1 3 1 Negative 
R8 1 3 2 Negative 
R9 1 3 3 Negative 

R10 2 1 1 Positive 
R11 2 1 2 Positive 
R12 2 1 3 Positive 
R13 2 2 1 Neutral 
R14 2 2 2 Neutral 
R15 2 2 3 Neutral 
R16 2 3 1 Negative 
R17 2 3 2 Negative 
R18 2 3 3 Negative 
R19 3 1 1 Positive 
R20 3 1 2 Positive 
R21 3 1 3 Positive 
R22 3 2 1 Positive 
R23 3 2 2 Positive 
R24 3 2 3 Positive 
R25 3 3 1 Neutral 
R26 3 3 2 Neutral 
R27 3 3 3 Neutral 
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3.3 Similarity Computation 
 
In this stage, the similarity values are calculated by comparing all reviews with the 

other reviews of the product. Then, the comparative values for the reviews with the same 
type of reviews are retained, where the other reviews are filtered. In this algorithm, the 
product Id R and user id Un are given as the input. Then, for each product, the number of 
reviews in the list are listed. For each review of the user, the similarity is computed and 
the similar words of the reviews are listed. Also, the distinct of the reviews are collected 
and the size of two lists is calculated. After that, the common words in N1 and N2 are 
computed and the similarity between the total words and distinct words is computed. 
Then, this process will be repeated until computing the similarity between all the prod-
ucts.  

 
Algorithm 1: Similarity Computation  
Input: Product Id R = {R1, R2, R3, R4, R5} 

User id (Un), n = 1, 2 … N; // Where, N represents the number of user who re-
viewed each product; 

Output: Similarity and distance values; 
Procedure: 
 For each product R, 
  Load the list of reviews in the Review List Rlist; 

For i = 1; // Where, i represents the review of the user with user id Ui; 
For j = i + 1 is the review of the user with the user id Uj; 

     Pi = Review of the user Ui; 
Pj = Review of the user Uj; 

     Similarity (Pi, Pj); 
     N1 = Words list Pi; 
     N2 = Words list Pj; 
     Retain distinct words in the list N1 and N2;  
     Compute the size of both list (S1, S2); 
     CTot = S1 + S2;  
     CUniq = Common words in N1 and N2; 
     Similarity value = 2  (CUniq/CTot);  
     Distance = 1  Similarity; 
    End for; 
   End for; 

Continue until computing the similarity for all products; 
End; 

 
3.4 Threshold based Clustering 

 
After computing the similarity, the threshold is computed to form the cluster. In this 

algorithm, the number of products n is given as the input. Here, the similarity score is 
calculated for each product based on the similarity calculation. Then, the similarity val-
ues of all the products are stored in the similarity list (simlist). This list is sorted by ar-
ranging the values as minimum to maximum, then the average is calculated. Here, the 
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smallest value of the list is considered and the list is split into three groups. The thresh-
old value is calculated as follows: 

Threshold = average – smallest value/3; 
C1 = (initial value – (initial + 1)  threshold); 
Increment the initial value; 
C2 = (initial value – (initial + 1)  threshold); 
Increment the initial value; 
C3 = (initial value – final value in the list); 

It will be sorted in which the minimum and maximum similarity are estimated and 
the summation is performed. Based on the size of simlist, the mean is calculated and, the 
range is estimated as low, medium or high from the minimum and maximum values.  

 
Algorithm 2: Threshold Computation 
N = 5 (number of products); 
For N = 1 to 5; 
 Simlist  Similarity values of the product  

// Where distance ! = 1; 
Sort (Simlist); 
Minval  Simlist (l); 
Simsum = Sum (Sorted Simlist); 
Let Sz be the size of the Simlist; 
Maxval = Mean (SimSum); 
Let M = 3; 
Calculate the range as low, medium or high from Minval and Maxval; 

End; 
 
After calculating the threshold value, the reviews are grouped into the clusters 

based on the similarity values with respective to the type of reviews of all the products. 
Then, the clusters are comes under the category of least similar, moderately similar and 
most similar in the cases of positive and negative reviews. 

Furthermore, it will be labeled by using the following table: 
 

Table 2. Clustering based on the reviews. 
Review Cluster Name 

Positive and Most Similar C1 
Positive and Moderately Similar C2 

Positive and Least Similar C3 
Negative and Most Similar C4 

Negative and Moderately Similar C5 
Negative and Least Similar C6 

 

3.5 Analysis Phase 
 
After clustering, the processes include depth analysis, feature extraction for product 
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description, score computation, feature sorting and recommendation are performed dur-
ing the analysis phase. Here, the number of positive and negative comments are identi-
fied, based on this value, the score is calculated for the descriptive words. In this algo-
rithm, the number of products N that are reviewed, total number of products Pi, number 
of positive reviews NOP, number of negative reviews NON and number of neutral re-
views NOU are considered. If the value of NOP is greater than the NON & NOU or if 
the NOP is less than the NON & NOU values, it is considered as a positive review. If the 
value of NON is greater than the NOP & NOU or if the NON is less than the NOP & 
NOU values, it is considered as a negative review. If the review is positive, the reviews 
are sorted based on the minimal verge score. Then, the tagging is applied to extract the 
product features and the relevancy is computed for those features. Then, it will be dis-
played in the descending order. If the review is negative, the reviews are sorted based on 
the minimal verge score. Then, the same process mentioned in the positive review is ap-
plied for the negative review. Finally, it will be recommended for further analysis.  

 

Algorithm 3: Deep Analysis 
Let, N  Number of products that are reviewed, Pi  Product, where i = 1 to N, NOP –  

number of positive reviews, NON – number of negative reviews, NOU – num-
ber of neutral reviews; 

Begin 
   If (NOP > (NON && NOU)) || (NOP == NOU) > NOP) 
   Type (Pi)  Positive; 
   Identify the overall dimension of the review based on NON, NOP and NOU; 

If (NON > (NOP && NOU) || (NON == NOU) > NOP) 
Type (Pi)  Negative; 
If (Type (Pi)  Positive) 

Extract Plist  sort (Positive reviews based on the minimal verge score); 
P_feat  Apply tagging to extract the features; 
Compute relevance (P_feat); 
Rank P_feat based on relevancy; 
Display feature that are in descending order; 

    End if; 
    If (Type (Pi)  Negative) 

Extract Plist  Sort (Negative reviews based Minimal verge vector); 
N_feat  Apply tagging to extract features; 
Compute relevancy (N_feat); 
Rank N-feat based on relevancy; 
Display features that are in descending order; 

End if; 
End; 

 

The major advantages of this pattern mining system are as follows: 
 

 Highly efficient 
 Provides the best similarity matching results 
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 Extracts only the meaningful patterns 
 Accurate score calculation 

 
The superiority of the proposed RCUHP-SM technique is proved in the next section. 

4. PERFORMANCE ANALYSIS 

This section evaluates the performance results of both existing and proposed tech-
niques in terms of execution time, accuracy, mean average precision, Root Mean 
Squared Error (RMSE) and Mean Absolute Error (MAE). The dataset used in this analy-
sis is customer review dataset [31], which contains the details of customer reviews of 
multiple usage products.  
 
4.1 Dataset 

 
Fig. 2 compares the existing [32] and proposed clustering techniques based on the 

dataset purity value, where the x-axis represents the algorithms and the y-axis represents 
the dataset purity value. The existing techniques considered in this analysis are, Kl- 
FCM-GM, IWKM, EKP, OCIL and ACC-FSFDP. Here, the purity is calculated for the 
Apex DVD player, Canon G3 Camera, Zen MP3 Player, Nikon Camera and Nokia 
Phone products. From the analysis, it is observed that the proposed RCUHP-SM tech-
nique provides high dataset purity value, when compared to the other techniques.  

 

 
Fig. 2. Dataset purity value. 

 
4.2 Execution Time 

 
Execution time is defined as the amount of time taken to execute the process. Fig. 3 

illustrates the execution time of existing and proposed clustering techniques. Here, the 
products such as an Apex DVD player, Canon G3 camera, Zen MP3 player, Nikon cam-
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era and Nokia phones are considered for comparison. When compared to the existing 
techniques, the proposed RCUHP-SM provides the best results. Also, the execution time 
with respect to number of user reviews is analyzed in Fig. 4, where the x-axis represents 
the reviews from 100 to 300 and the y-axis represents the execution time. In this analysis, 
the techniques such as StrAP, StrDenAP, Str-FSFDP and proposed RCUHP-SM are con- 
sidered. From the analysis, it is observed that the proposed technique provides requires 
minimum execution time, when compared to the other techniques.  

 

  
Fig. 3. Average execution time of existing and 

proposed clustering techniques. 
Fig. 4. Execution time vs. Number of reviews. 

 

4.3 Mean Average Precision (MAP) 
 
The Mean Average Precision (MAP) is a ranked precision metric that provides a 

larger credit to correctly recommended items in the top ranks. It is calculated for a given 
top-N recommendation list, which is shown in below: 

,| |
@ .N rec adoptedU U

Precision N
N


    (1) 

Where, N represents the number of recommendations received and Cadopted indicates 
the items that a user adopted in the test data. Fig. 5 shows the MAP of both existing [33] 
and proposed techniques, where the x-axis represents the training set and the y-axis rep-
resents the MAP. For this analysis, the canon G3 dataset is used. Also, the MAP is ana-
lyzed with respect to the % of dataset as shown in Fig. 6, where the Nokia 6610 dataset 
is used. From these results, it is observed that the proposed RCUHP-SM provides high 
precision value, when compared to the other techniques.  

4.4 Root Mean Squared Error (RMSE) 

The RMSE is one of the widely used error measures in data mining applications. In 
this measure, the sum of the individual squared errors is obtained, where each error indi-
cates the sum of individual errors. Moreover, it can be varied with respect to the error 
magnitude. The RMSE value is calculated as follows: 
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Fig. 5. MAP for Canon G3 dataset. Fig. 6. MAP for Nokia 6610 dataset. 

21
1

.
n

in i
RMSE e


   (2) 

Where, the n represents the number of samples of model error ei. Fig. 7 shows the 
RMSE value of proposed RCUHP-SM technique with respect to different alpha values, 
where the canon G3 dataset is used. Moreover, the RMSE values for the Nokia 6610 
dataset is analyzed in Fig. 8. From the results, it is analyzed that the proposed technique 
provides the minimized RMSE value for both datasets.  

 

  
Fig. 7. RMSE for canon G3. Fig. 8. RMSE for Nokia 6610 dataset. 

 

4.5 Mean Absolute Error (MAE) 
 
The MAE is also an important measure that is widely used in many model evalua-

tion applications. It obtains the total error by summing the magnitudes of the errors and 
dividing the total error. The MAE is calculated as follows: 

1
1
| |.

n

in i
MAE e


   (3) 
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Where, the n represents the number of samples of model error ei. Fig. 9 shows the 
MAE of both existing [16] and proposed techniques, where the x-axis represents the k 
values and the y-axis represents the MAE. From the analysis, it is observed that the pro-
posed RCUHP-SM provides the minimized error value, when compared to the other 
techniques.  

 
Fig. 9. MAE of existing and proposed techniques.  

5. CONCLUSION AND FUTURE WORK 

This paper proposed a RCUHP-SM technique for uncovering the hidden patterns 
from social media. Here, the customer reviewer dataset is used to validate the proposed 
pattern mining system. The data preprocessing performed on the dataset by eliminating 
the unwanted attributes. In this stage, the procedures that include special characters re-
moval, unwanted spaces removal, stemming, stop words removal and Parts of Speech 
(POS) tagging are applied for preprocessing data. The descriptive sentence extraction 
and its score calculation are performed based on the tagged words. Moreover, a set of 
rules are formed to categorize the review as positive, negative and neutral. Furthermore, 
the cluster is formed based on the obtained threshold value. In the analysis module, the 
feature extraction and score computation processes are performed for the recommenda-
tion. The major advantages of this paper are, easy to implement, minimized error value, 
highly efficient and low cost. In experiments, the performance of the proposed mining 
technique is evaluated in terms of execution time, MAP, MAE and RMSE measures. 
Furthermore, these results are compared with the existing pattern mining techniques for 
proving the superiority of the proposed technique. From this analysis, it is analyzed that 
the proposed RCUHP-SM provides the best results compared than the other techniques.  

In future, this work will be enhanced by implementing the proposed technique in 
observing and understanding phases. 
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