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Rate fairness is fundamental importance to ensure the quality-of-service (QoS) in ve-
hicular networks. In this paper, we explore the rate fairness maximization (RFM) in a
vehicular network including multiple vehicle-to-infrastructure (V2I) pairs and vehicle-to-
vehicle(V2V) pairs. Based on this goal, we first formulate the RFM as an optimal problem
with the constraints of the resources of spectrum and transmit power, and QoS require-
ments. To solve this challenging nonlinear and nonconvex optimization problem, we model
the spectrum sharing and the transmit powers for V2V and V2I users as a Markov decision
process. Then, we propose a deep reinforcement learning (DRL) algorithm to maximize
the rate fairness while meeting the QoS requirements by optimally allocating spectrum and
transmit power resources. Finally, we conduct simulation study to illustrate the impact of
some key parameters on the rate fairness performance.

Keywords: vehicular networks, resource allocation, rate fairness maximization, deep rein-
forcement learning, quality-of-service

1. INTRODUCTION

Vehicular networks, which are cutting-edge technologies to enable wireless con-
nections among vehicles and road infrastructure, are playing a vital role in the Industry
4.0 [1-3]. In such promising networks, each vehicle can transmit message to infrastruc-
ture like base station, i.e., vehicle-to-infrastructure (V2I) communication. Each vehicle
can also directly communicate with its nearby vehicle, i.e., vehicle-to-vehicle (V2V) com-
munication [4,5]. To meet high QoS requirements of such networks, it is critical to inves-
tigate the fundamental performances (e.g., rate fairness, sum rate).

Some initial works have conducted the studies of sum rate in vehicular networks [6—
10]. To improve sum rate performance, the work in [6] uses interference-alignment tech-
nique to optimize the spectrum efficiency. By a jointly optimization of spectrum and
transmit power resources, the work in [7] explores the maximization of the sum rate for
V2V links subject to the constraint of the minimum rate of V2I links. The objective of
the work in [8] is to achieve the maximization of the sum rate for V2I links subject to the
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constraints of the latency and reliability requirements of V2I and V2V links. A cluster-
based spectrum and power resource management scheme is further proposed in [9] to
improve the latency and sum rate performances of V2I links. Recently, the work employs
a reconfigurable intelligent surface technique to enhance the weighted sum rate of V2I
links [10].

Note that all above works need to obtain instantaneous global network information.
However, as the number of vehicles increases, the acquirement of instantaneous channel
state information needs huge signaling overhead. Additionally, resource allocation prob-
lems are usually formulated as nonlinear and nonconvex optimization problems which are
difficult to optimize efficiently using traditional optimization methods. Moreover, these
works mainly focus on the study of sum rate maximization, which is to maximize the
sum rate of V2V/V2I links aiming at achieving the improvement of the overall system
rate performance. But sum rate maximization cannot ensure a good rate performance for
each user in the system. Since there may be unfair resource allocation, the rate of some
V2V/V2I links may be very low, which leads to unsuccessful data transmission over these
links. This is an unfairness to other users in the system. On the other hand, the rate fair-
ness maximization (RFM) is to ensure the rate fairness of each link and thus can avoid
the extremely low rate. It can be widely used in the vehicular networks, where each user
needs to successful message transmission without occurring outage [11,12].

To address these issues, based on a DRL algorithm, this paper explores the rate
fairness maximization (RFM) problem in vehicular networks by jointly optimizing the
resource allocation of spectrum and transmit power. It is notable that the resource alloca-
tion is of important issue to enhance system performance, which has received extensive
attentions in wireless networks [13-16]. The main contributions of this paper can be
summarized as follows.

e We concern on a vehicular network, where there are a base station (BS), multiple
V2I and V2V vehicles. In such a network, we explore the RFM of V2I links.
This can be modeled as an optimization problem subject to the constraints of the
spectrum and transmit power resources, and the basic communication requirements
of V2I links and V2V links.

e We formulate the resource allocation of spectrum and transmit power as a Markov
decision process. A DRL algorithm is then proposed to maximize the rate fair-
ness satisfying the constraints of the QoS requirements by jointly optimizing the
resource allocation of spectrum and transmit power.

o Finally, extensive simulation results are presented to illustrate the impact of some
key parameters on the rate fairness/sum rate and also to illustrate our findings.

The rest of the paper is organized as follows. Section 2 presents the system model
of this paper. Section 3 gives the problem formulation. Section 4 presents a deep rein-
forcement learning algorithm. Simulation results are given in Section 5. Finally, Section
6 concludes the paper.
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2. SYSTEM MODEL

2.1 Network Model

As shown in Fig. 1, we focus on an uplink transmission vehicular network composed
of a BS, multiple V2I and V2V pairs, where the BS is located at a crossroad and the vehi-
cles travel on a straight highway. In the network, we consider two types of vehicles. One
type of vehicle needs to communicate with other vehicles, and another needs to commu-
nicate with the BS. Based on the communication requirements, there are M V2I vehicles
and K V2V pairs in such network. We use M’ = {1,2,---M} and K’ = {1,2,---K} denote
the sets of V2I and V2V links, respectively. We consider the available network spectrum
has a total bandwidth of B MHz. It is divided into M orthogonal spectrum resource blocks
of equal size, and thus the these transmission links using different resource blocks do not
interfere with each other. To improve the utilization of spectrum resources, V2V links
can reuse the uplink spectrum of V2Is. We further consider that each vehicle is equipped
with an antenna for receiving or transmitting information.

In our study, one spectrum resource block is assigned to only one V2I link, and thus
there is no interference among different V2I links. Each V2V link can reuse the spectrum
resource block of one V2I link, and multiple V2V links can also use the same spectrum
resource block. Therefore, there exists interference among different V2V links reusing
the same resource block. Here, each V2V link can only reuse the resource block of at
most one V2I link.

2.2 Channel Model

We consider a time-slotted system and in time slot #, the channel gain of V2I link
from the mth V2I vehicle to the BS is expressed as

hm,B(t) :gm,Bam.B(t)- (1)

Here, oy, (¢) denotes the small-scale fading component, which is an exponentially
distributed random variable with zero mean. g,, p is the large-scale fading component of
the mth V2I link including path loss and shadow fading, which is given by

8m,B = Gmﬁm,BRm,B_(Pma ()

where G, is the path loss constant and fB,,p denotes large-scale fading coeffi-
cient. R,,p is the Euclidean distance from the mth V2I vehicle to BS, i.e., R, p =

\/ (xm — xB)2 + (ym — yB)z. Oy, is the power attenuation constant.
2.3 Link Rate

The signal to interference plus noise ratio (SINR) at the mth V2I receiver can be
expressed as

_ szzhm.,B ([)
ZkeK' pk[m}kahk,m(t) + 0%’

where Py, and P, represent the transmission power of the mth V2I vehicle and the trans-
mission power of the kth V2V vehicle, respectively. o2 is the variance of the additive

V(1) 3)
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Fig. 1. An illustration of network model.

white Gaussian noise. pg[m| € {0, 1} represents an indicator of spectrum resource alloca-
tion. When pg[m] = 1, the kth V2V link reuses the same spectrum resource with the mth
V2I link. Otherwise, the kth V2V link does not reuse the spectrum resource.

Therefore, the achievable rate of the mth V2I link can be written as

. B .
Roy = 3 +log (14 %4(1)). @
Similarly, the SINR at the kth V2V receiver can be written as

_ kathka (t)

Yk(t)—W7

&)
where I} (t) = 3 i Pr [m] Py hy 1 (t) + Py i (1) denotes the sum of the interference from
V2I transmitters and other V2V transmitters reusing the same spectrum with the kth V2V
transmistter.

Therefore, the achievable rate of the kth V2V link can be written as

B
RZ:M'logz(l‘Fﬁ(t))- (6)
2.4 QoS Requirements

1) The rate of the mth V2I link:
To meet the QoS requirement of such network, the achievable rate of each V2I link
is not less than a given threshold. It can be expressed as

Ry = Ry Q)
where RS, represents the given threshold and m € M’
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2) The reliability requirements of the kth V2V link: We use the outage probability
to measure the reliability of the V2V link transmission. In other words, the outage prob-
ability is no more than a given threshold. Here, the outage probability represents the
probability that the SINR 7} (¢) of the kth V2V link is no more than a given value 7)., (¢).
Thus, we have

PR (1) < %in (1)} < po, (8)

where P{-} is the outage probability and py is the threshold. Regarding the Rayleigh
fading [17], Eq. (8) can be simplified as
Yin (1)
V() = Yerp(t) = 55—, 9)
In T
Po
where 7, 7f(1) represents the effective outage threshold, k € K'.
3) The transmission latency requirement of the kth V2V link: Then, the transmission
latency of the kth V2V link is given by

Sk
R (1)

S tmaX7 (10)

where Sy represents the size of the message, fmax represents the maximum transmission
latency under the condition of ensuring V2V safe communication and k € K.

3. PROBLEM FORMULATION

Our objective is to achieve the RFM of V2I links by jointly optimizing the resource
allocation of spectrum and transmit power, and satisfy the QoS requirements (i.e., V2I
rate requirements, V2V latency and reliability) . We use f. (RS,) to denote the rate fairness
metric of V2I links, and then

P1: max fe(RS)
pelm PG T

s.t. C1—-C3:(7),(9),(10)
C4: > pe[m] < 1,pifm] € {0,1},Vk € K’

meM’

C5:0< P} < Pyax,Vk €K’
C6:0 < P, < Pax,Vme M’ (11)

where P, represent the maximum transmit powers of V2V and V2I transmitters. The
constraints from C1 to C3 represent the minimum rate, reliability and latency require-
ments, respectively. Constraint C4 indicates that each V2V link can share spectrum re-
source with only one V2I link. Constraints C5 and C6 represent the ranges of transmit
powers of V2V and V2I transmitters, respectively. The objective function f, (RS,) in Eq.
(11) is defined in the following equation,
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c\ (ZmeM’ an)2
JeRy)=—=— (12)
M ZmEM’ (R%)
where f. (RS,) is used to measure the data rate fairness of different links in the network.
We can see from Eq. (12) that f, (RS,) tends to one as the data rate of each link goes to be
equal. This means that the data rate fairness can be guaranteed through the maximization

of Eq. (12).

This is a non-linear and non-convex optimization problem with non-linear objec-
tive function and non-convex constrained conditions. Thus, it is challenging to solve this
problem. We will propose a DRL algorithm to tackle with the challenging problem in the
following section.

4. DEEP REINFORCEMENT LEARNING ALGORITHM

In this section, we first transform the formulated optimization problem P; into a
MDP and then propose a DRL algorithm to solve the optimization problem.

4.1 DRL Framework

As illustrated in Fig. 2, the DRL framework consists of agents and environment.
Each vehicle, which serves as an agent, interacts with the environment, and then takes
an action according to a policy . The interaction between the agent and environment
is modeled as an MDP. The agents interact with the environment and continuously learn
knowledge to adapt to the environment based on the reward or penalty. At each time slot
t, the agent observes a state s, from state space, and correspondingly performs an action
a; (i.e., selecting spectrum and power resources) from action space based on the policy
7. Then, the current state of the environment transits to a new state s;| and the agent
obtains a reward r(z).

In the network, the sate space, action space and reward function can be described as
follows.

1) State Space S: The state observed by the agent for depicting the environment
includes eight elements: the channel gain /iy ,,(¢) from the V2V transmitter to the BS, the
channel gain h,,,7k(t) from the mth V2I transmitter to the V2V receiver, the channel gain
ht, r,(t) of V2V link, the channel gain 4, g(¢) from the mth V2I transmitter to the BS,
the interference power I}'(f — 1) of V2V link in the previous time slot, the remaining time
T(t), the load L(z), and the spectrum resource F (¢t — 1) occupied by the mth V2I pair.
Thus, the state space S can be expressed as

S= {hk,m(t)7hm,k(t)’th,Rk (t)7hm,3(t)7111{}(t - l)aL(t)aT(t)aF(t - ])
|Vme M ke K'}. (13)

2) Action Space A: Regarding the current state s;, each agent performs an action g,
based on the policy 7. Here, the action a, corresponds to the selection of spectrum and
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power resources. The action space .4 can be written as

P,
A= {pfm] € {0,1},{p,::]’; " € {0,1,2, Ny~ 1}} |k €K' me M'},
p

(14)

where N, is the number of the transmit power levels, so the size of the action space can
be denoted as M X N,,.

3) Reward Function r;: The reward function drives the learning process in the DRL,
and each agent attempts to maximize its reward with the interactions of the environment.
Here, the reward function is to achieve the maximum rate fairness and also to guarantee
the QoS requirements of V2I and V2V links. Then, r; is given by

I = l1fc (Rin) +}'2 Z H(Ricn _Rzzin) +)L3 Z H (YZ (t) - yeff (t))
meM’ kekK’

Sk
A Y H (rmax - Rk(t)) : (15)

meM’

Here, A1, A3, A3 and A4 are weight coefficient, used to measure the importance of each
component in the reward function. The first part of the reward function represents the
fairness metric, while the second, third and fourth parts represent V2I rate, V2V reliability
and latency, respectively. And the piecewise function H (x) is expressed as

A x>0
Hw=1" "~ 16)

where A is a positive constant, H(x) denotes a reward or a penalty, depending on whether
the communication links meet the QoS requirements.

4.2 DRL Algorithm

In DRL, the goal of each agent is to find an optimal policy 7* to maximize the long-
term expected cumulative reward denoted by Q (s;,a,). Then, it is defined as

T
0" (si,ar) = maxE[ >~ B ~ry | (s1,a) |, (17)

t'=t

where Q" (s;,a;) represents the maximum value of Q (s;,a;). T is the total time step, and
B € (0,1) represents the discount factor. At time slot ¢/, rs is the corresponding reward,
and the policy 7 is a function of state.

According to the Bellman equation [18], we obtain the following recursive relation-
ship as

Onew (Shat) = Q(Staat) ‘HX[VH—I +ﬁargmaXQ (St;at) - Q(Shat)L (18)

st€ES

where Qpew (s¢,a;) is the updated value, a denotes the learning rate [19].



1348 BAO GUI, SHENGHUI ZHAO, GUILIN CHEN, BIN YANG
I______________________________________l
: Agent DNN |
| e R Y o S o\ R }
Il -__,/ Vehiclel :spectrum ! |
I B N strategy " ! |
| 1 St . : :
o — N
1K : X
1K =N . i
I | +--) Vehicle m | power |
| ! 1 ) :_ ______________ 1
- input layer output layer :
I H Hidden layer |
B R, |
e = ———
! —— Vallink
: L vaViink BS @5 Vehicle
1 S e |nterference link %
! t+1 h,
1 m,B
————————————————— s gl
> H o a;
St thvE:': >
::hm,Rk §
Environment “}‘ﬂr{aﬁm
(= ~——— = &y
Receiver Ry TRk ~i
o
Fig. 2. DRL framework.
Algorithm 1: DRL Algorithm.
1: Initialize the Q-network for all agents.
2: for each episode do
3 Update vehicle locations and channel large-scale fading.
4:  Reset the value of L(¢), T(¢) and F(r — 1).
5:  for each step r do
6 for each V2V agent k do
7 Observe s; € S.
8 Choose action a; € A according to policy 7.
9: end for
10: All agents take actions and receive reward r;.
11: Update channel small-scale fading.
12: for each V2V agent k do
13: Observe s;1 from environment.
14: Store (s;,dy, s, 8¢+1) in the reply memory D.
15: end for
16:  end for
17.  for each V2V agent k do
18: Sample mini-batches from D.
19: Update the loss function defined in (19).
20:  end for
21: end for
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We consider that Q(s,a) is approximated by the deep neural networks (DNN)
0 (s,a;0) with weight 6 [20]. Here, DNN is also called Q-network. We use experience
replay buffer D to solve the instability of function approximation. We get the latest sam-
ple space by removing the sample data without being used for the longest time such that
the experience buffer D is always up-to-date. In each iteration, the Q-network randomly
selects a min-batch of experience samples (s;,a;,r,5:+1). Then we can optimize the ap-
proximation by minimizing the following loss:

L(6) = E[y, — Q(s1,a; | 6))?], (19)
where
Yo =11 (st,a) +ﬁmaf (st+17at+1 | 9/) . (20)
ary

The target network is added to further improve the stability of the algorithm. The
estimated values may be runaway if a set of highly dynamic values is used to update the
parameters of the target network during training. It can cause instability to the algorithm.
To solve the problem, we utilize the target network to update the parameters frequently
and slowly. thus reducing the association between the target value and the estimated
value, to steady the algorithm. As a result, the relevance between the target value and the
estimated value is reduced and the stability of the algorithm is achieved. We can know
the process of updating the network parameters, which can be expressed as

0 =0+10+(1-1)6, Q1)

where 7 € (0, 1) is used to slowly update the target network.
The detailed DRL algorithm for spectrum and power allocation is provided in Algo-
rithm 1.

S. SIMULATION RESULTS

In this section, we present a simulation study to illustrate the impact of some key
parameters on the sum rate and rate fairness under our DRL algorithm. In addition, we
compare the performance with two other algorithms, the random algorithm and the ve-
hicle grouping algorithm [21]. For the random algorithm, each agent randomly selects
spectrum and transmit power resources. As for the vehicle grouping algorithm, the agents
in each group are assigned the same spectrum and transmit power resources.

We consider a two-lane highway scenario, where all vehicles are located at the cross-
road following Poisson distribution and a BS is located at the center. The concerned DNN
network consists of three fully connected hidden layers with {500,250, 120} neurons per
layer, and the corresponding learning rate is 0.001. The simulation parameters are set
according to the the 3GPP TR.36.885 White Paper. The remaining parameters are listed
in Table 1.

We explore how the number of V2V links affects the sum rate of V2I links under
these three algorithms. We summarize in Fig. 3 how the sum rate of V2I links varies with
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Table 1. Simulation parameters.

Parameter Value
Number of V2I users M 5
Number of V2V users K 20
Bandwidth B 10 MHz
Maximum transmit power Py 23 dBm
Vehicle speed v 36 km/h
Noise power 62 —114 dBm

24 T T

N
(8]

83
f=]

o

(=)
1

DRL Algorithm
- Grouping Algorithr -
— Random Algorithm

]2 1 1
5 10 15 20

Numbers of V2V links
Fig. 3. Sum rate of V2I links versus the number of vehicles.

Sum rate of V2I links (Gbits/s/Hz)

=

the number of V2V link for a setting of P, =5 dBm. We can observe from Fig. 3 that the
sum rate under these three algorithms decrease as the number of V2V links increases. This
can be explained as follows. As the number of V2V links increases, more V2V links reuse
the same spectrum resource, which increases the interference among different V2V links.
This leads to the decrease of the sum rate under each algorithm. Another observation
from Fig. 3 indicates that for each fixed number of V2V links, our DRL algorithm can
achieve the highest sum rate performance compared to the other two algorithms.

We explore how the number of V2I links affects the sum rate of V2I links. We
summarize in Fig. 4 the relationship between the number of V2I links and the sum rate of
V2I links with a setting of P, = 5 dBm. In Fig. 4, we can see that as the number of V2I
links increases, the sum rate of V2I links gradually increases. This phenomenon is due
to the fact that as the number of V2I links increases, the number of resource blocks also
increases in the network. Thus, V2V links have more opportunities to reuse the resource
blocks that can reduce the mutual interference. Besides, the sum rate of V2I link under
the DRL algorithm is also obviously greater than these under the other two algorithms.

We then investigate that how the number of V2V links affects the rate fairness of
V2I links. The results are summarized in Fig. 5 with a setting of P,,, =5 dBm. We
can see from Fig. 5 that the rate fairness of V2I links increases as the number of V2V
links increases. This is because the increase of the interference results in the decrease
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Fig. 5. Rate fairness of V2I links versus the number of vehicles.

of the difference between different links rate, and thus the rate fairness increases. We
can also observe from Fig. 5 that the rate fairness under our DRL algorithm is highest in
comparison with the other two algorithms.

As shown in Fig. 6, we examine how the maximum transmit power P, affects the
rate fairness of V2I links. In Fig. 6, we can observe that as the maximum transmission
power P, of V2V vehicles increases, the rate fairness of V2I links decreases. This
is because a big P, can more interference to the V2I links using the same spectrum
resource, which leads to the decrease of the V2I link rates. Thus, this also increases the
unfairness.

Finally, we conduct a convergence comparison between our DRL algorithm and ve-
hicle grouping algorithm. We summarize in Fig. 7 how the rate fairness varies with the
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Fig. 7. Rate fairness of V2I links versus the number of cycles.

number of cycles for a setting of B, =5 dBm and 5 V2V links. We can see from Fig. 7
that the convergence of our DRL algorithm is faster than that of the vehicle grouping algo-
rithm, and our DRL algorithm can achieve stable performance while the vehicle grouping
algorithm is more fluctuant.

6. CONCLUSION

This paper investigated the RFM by a joint optimization of spectrum and transmis-
sion power resources. We first formulated the RFM as an optimization problem subject to
the QoS requirements, spectrum and transmission power resources. We further proposed a
DRL algorithm to solve this optimization problem. Finally, the simulation results showed
that the rate fairness under our algorithm outperforms these under the random and vehi-
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cle grouping algorithms. Besides, our algorithm could also achieve a better convergence
performance than vehicle grouping algorithm.
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