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We extend Hanaoka et al.’s parallel key-insulated mechanism to identity-based sig-

nature scenarios, and propose an identity-based parallel key-insulated signature scheme. 
The proposed scheme enjoys several attractive features: (i) it is provably secure without 
random oracles; (ii) it is strong key-insulated, and even if one of a user’s helper key and 
some of his temporary secret keys are exposed, it is still impossible for an adversary to 
derive all of this user’s temporary secret keys; (iii) it allows frequent key-updates with-
out increasing the risk of helper key-exposure, and thus enhances the security of the sys-
tem.     
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1. INTRODUCTION 
 

In 1984, Shamir [1] introduced an innovative concept called identity-based crypto-   
graphy, where an entity’s public key is determined as his identity such as email address, 
and the corresponding private key is generated by a private key generator (PKG). The 
identity is a natural link to a user, hence it can eliminate the need for certificates as used 
in the traditional public key infrastructure. So far, a large number of papers have been 
published in this area (see [2] for some of these), including many ID-based signatures. 
Standard ID-based signatures rely on the assumption that secret keys are kept perfectly 
secure. However, with more and more cryptographic primitives being applied to insecure 
environments, key-exposure seems inevitable. This problem is perhaps the most devas-  
tating attack on a cryptosystem, since it typically means that security is entirely lost. 

Key-evolving protocol is a practical method to deal with the key-exposure problem. 
This mechanism includes forward security [3, 4], intrusion-resilience [5] and key-insula- 
tion [6]. The latter was introduced by Dodis, Katz, Xu and Yung [6]. In this model, a 
physically-secure but computationally-limited device named helper is involved. The full-   
fledged secret key is divided into two parts: a helper key and a temporary secret key. The 
former is stored in the helper and the latter is kept by the user. The lifetime of the system 
is divided into discrete time periods. The public key remains unchanged throughout the 
lifetime, while temporary secret keys are updated periodically: at the beginning of each 
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time period, the user obtains from the helper an update key for the current time period; 
combining this update key with the temporary secret key for the previous time period, he 
can derive the temporary secret key for the current time period. A temporary secret key is 
used to sign a message during the corresponding time period without further access to the 
helper. Exposure of the temporary secret key at a given time period will not enable an 
adversary to derive temporary secret keys for the remaining time periods. More precisely, 
in a (l, N)-key-insulated system, the compromise of temporary secret keys for up to l time 
periods does not expose temporary secret keys for any of the remaining N − l time peri-
ods. Therefore, there is no need to revoke the public key unless l time periods have been 
exposed. If l = N − 1 then the scheme is called perfectly key-insulated. This is a desirable 
property for dealing with the key-exposure problem in ID-based signatures. Additionally, 
strong key-insulated security guarantees that the helper is unable to derive the temporary 
secret key for any time period.  

Following the pioneering work due to Dodis et al. [6], several elegant key-insulated 
encryption schemes including some ID-based key-insulated encryptions have been pro-
posed [7-12]. Following Dodis et al.’s key-insulated signature schemes [13], efforts have 
also been devoted to the key-insulated signatures, e.g. [14-17]. 

To minimize the damage caused by key-exposure in ID-based signatures, Zhou et al. 
[18] proposed an ID-based key-insulated signature (IBKIS) scheme (ZCC06 for short). 
However, the full-fledged secret key in ZCC06 scheme is just wholly stored in the helper. 
Consequently, it can not satisfy the strong key-insulated security. That is, if an adversary 
compromises a user’s helper, he can derive all of this user’s temporary secret keys. Sub-
sequently, Weng et al. [19] proposed a new IBKIS scheme with strong key-insulated 
security (WLCL06 for short). However, both ZCC06 and WLCL06 schemes are prova-
bly secure in the random oracle model. As pointed out in [20], a proof in the random ora-
cle model can only serve as a heuristic argument, since it does not imply the security in 
the implementation. Moreover, there exist some situations that are hard for standard IB-
KIS schemes to deal with. For example, when key-exposure occurs in IBKIS cryptosys-
tems, the temporary secret key has to be updated at very short intervals to alleviate the 
damage. Unfortunately, this in turn increases the frequency of helper’s connection to 
insecure environments, and thus increases the risk of helper key-exposure. Keep in mind 
that even for an IBKIS scheme with strong key-insulated security, once a user’s helper 
key and one of his temporary secret keys are exposed, the adversary can derive all of this 
user’s temporary secret keys.   

For deeper understanding, let’s consider another example. Suppose a person works 
in a company’s head office in the odd days, while in the even days he works in a branch. 
To alleviate the damage in case of key-exposure he decides to update his secret key at 
very short intervals, e.g., once per day. Now, some problems exist: firstly, it is inconven-
ient but necessary for him to remind himself to bring the helper to the head office in odd 
days and to the branch in even days; secondly, bringing the helper back and forth means 
a frequent connection to insecure environments, and thus the risk of helper key-exposure 
is increased; thirdly, the short renewal interval also increases the risk of helper key-expo-   
sure. We notice that Hanaoka et al. [11] proposed an ID-based hierarchical key-insulated 
encryption, where the helper is formed into a hierarchical structure to improve its secu-
rity. However, it might not be a desirable solution to this example. Because this user still 
has to bring the first level helper back and forth, and the risk of helper key-exposure will 
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be increased accordingly. In PKC’06, Hanaoka et al. [12] introduced a very clever 
method named parallel key-insulation to deal with this problem for key-insulated public- 
key encryptions: based on Boneh-Franklin’s ID-based encryption scheme [21], they pro-
posed a parallel key-insulated public-key encryption scheme secure in the random oracle 
model. Being different from the original key-insulated encryptions, their scheme intro-
duces two distinct helpers that are alternately used to update the secret keys. The helper 
keys are independent of each other, and they can successfully enhance the security of the 
system by allowing frequent key-updates without increasing the risk of helper key-  
exposure. Weng et al. [22] extended this mechanism to ID-based encryptions and pro-
posed an ID-based parallel key-insulated encryption scheme. Since it’s worthwhile to 
deal with the key-exposure problem in ID-based signatures, in this paper, we extend the 
parallel key-insulated mechanism to ID-based signature scenarios, and proposed an iden-
tity-based parallel key-insulated signature (IBPKIS) scheme. 

The rest of this paper is organized as follows. Section 2 gives an introduction to bi-
linear pairings and computational Diffie-Hellman (CDH) assumption. We formalize the 
definition and security model for IBPKIS in section 3. In section 4, a concrete IBPKIS 
scheme is proposed. Section 5 gives the security proof for our proposed scheme. Section 
6 concludes this paper.  

2. PRELIMINARIES 

Notations. Throughout this paper, let Zq denote the set {0, 1, 2, …, q − 1}, and *
qZ  denote 

Zq − {0, 1}. Let d[i] denote the ith bit of an integer d in a binary representation. For a set 
S, we let |S| denote its cardinality. By ∈R S, it means choosing a random element from the 
set S with a uniform distribution. We use x ← A to denote that algorithm A is executed on 
some specified input and its output is assigned to the variable x. 

2.1 Bilinear Pairings 

Let G1 be a cyclic multiplicative group of prime order q, and G2 be a cyclic multi-
plicative group of the same order q. A bilinear pairing is a map e: G1 × G1 → G2 with the 
following properties: 

− Bilinearity: ∀g1, g2 ∈ G1, ∀a, b ∈ 
* ,qZ  we have 1 2 1 2( , ) ( , )a b abe g g e g g= ; 

− Non-degeneracy: There exist g1, g2 ∈R G1 such that e(g1, g2) ≠ 1; 
− Computability: There exists an efficient algorithm to compute e(g1, g2) for ∀g1, g2 ∈ G1. 

2.1 CDH Assumption 

Definition 1  The CDH problem in group G1 is, given (g, ga, gb) ∈ 3
1G  for some un-

known a, b ∈ 
* ,qZ  to compute gab. For a probabilistic polynomial-time adversary A, we 

define his advantage against the CDH problem in group G1 as 

*
1Adv Pr[ , , : ( , , ) ]CDH a b ab

A R R qg G a b Z A g g b g= ∈ ∈ = , 

where the probability is taken over the random coins consumed by A. 
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Definition 2  We say that the (t, ε)-CDH assumption holds in group G1, if no t-time 
adversary A has advantage at least ε in solving the CDH problem in G1. 

3. FRAMEWORK OF IBPKIS 

We first give an overview for the IBPKIS model. As original key-insulated signa-
tures, the lifetime of IBPKIS systems is divided into discrete time periods. A user’s iden-
tity acts as his public key and is fixed for all the lifetime, while his temporary secret key 
is updated in every time period. Every user may have arbitrary number of helpers (for an 
easy explanation, in the subsequent depiction, we assume that every user ID has two 
helpers which store HKID,1 and HKID,0 respectively. We also remark that the framework 
of IBPKIS in this section and our proposed scheme in the next section can be easily ex-
tended to support arbitrary number of helpers for any user trivially). The two helper keys 
are alternately used to update this user’s temporary secret keys, namely, HKID,1 is used in 
odd time periods, while HKID,0 is involved in even time periods. At time period t, user ID 
obtains an update key UKID,t from the ith helper (here i = t mod 2). Combining UKID,t 
with the temporary secret key TSKID,t-1 for the previous time period, he can derive the 
temporary secret key TSKID,t for the current time period. 
 
Definition 3  An IBPKIS scheme consists of a tuple of six polynomial-time algorithms: 
 
− Setup: Takes as input the security parameter k and (possibly) the total number of time 

periods N. It returns a public parameter param and a master key msk. We write (param, 
msk) ← Setup(k, N); 

− Extract: Takes as input msk, param and a user’s identity ID. It returns the initial se-
cret key TSKID,0 and two helper keys (HKID,1, HKID,0). We write (TSKID,0, (HKID,1, 
HKID,0)) ← Extract(msk, param, ID); 

− UpdH: Takes as input a time period index t, a user’s identity ID and the ith helper key 
HKID,i with i = t mod 2. It returns an update key UKID,t. We write UKID,t ← UpdH(t, ID, 
HKID,i); 

− UpdT: Takes as input t, a user’s identity ID, the temporary secret key TSK ID,t-1 and 
the updated key UKID,t. It returns a temporary secret key TSKID,t. We write TSKID,t ←  
UpdT(t, ID, UKID,t, TSKID,t-1); 

− Sign: Takes as input a time period index t, a message m and the temporary secret key 
TSKID,t. It returns a pair (t, σ) composed of the time period t and a signature σ. We 
write (t, σ) ← Sign(t, m, TSKID,t); 

− Verify: Takes as input a message m, a candidate signature (t, σ) on m and an identity 
ID. It returns 1 if (t, σ) is a valid signature, and 0 otherwise. We write (1 or 0) ← Ver-
ify((t, σ), m, ID). 

 
Before giving the security notions for IBPKIS, we consider the following oracles 

which together model the abilities of an adversary: 
 

− KEO(⋅): a key-extraction oracle, upon receiving a user’s identity ID, returns this user’s 
initial secret key TSKID,0 and two helper keys (HKID,1, HKID,0); 
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− HKO(⋅,⋅): a helper key oracle, upon receiving a tuple <ID, i> consists of a user’s iden-
tity ID and an index i of the helper, returns the helper key HKID,i; 

− TKO(⋅,⋅): a temporary secret key oracle, upon receiving a tuple <ID, t> consists of a 
user’s identity ID and a time period index t, returns the temporary secret key TSKID,t. 

− SO(⋅,⋅,⋅): a signing oracle, upon receiving a tuple <ID, t, m> consists of a user’s iden-
tity ID, a time period index t and a message m, returns a signature Sign(t, m, TSKID,t). 

To model the key-insulated security for IBPKIS, besides oracles TKO and SO, we 
further provide oracle KEO for him. Moreover, we even provide oracle HKO for the ad-
versary and allow him to compromise one of the helper keys for the challenged identity. 

Definition 4  Let ∏ be an IBPKIS scheme. For a polynomial-time adversary A, his ad-
vantage is defined as  

* * * *

, ( ); ( , ); ( , ); ( , , ) * * * *
( , ) Setup( , ); (( , ), , )Adv ( ) Pr ,

( ) : Verify(( , ), , ) 1A KI KEO HKO TKO SO
param msk k N t ID mk

A param t ID m
σ

σ
∏

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

⎡ ⎤← ←= ⎢ ⎥
=⎣ ⎦

 

where it is mandated that: (1) A can not submit <ID*, t*, m*> to oracle SO; (2) <ID*, t*> 
was never submitted to oracle TKO; (3) ID* was never submitted to KEO; (4) A can not 
submit <ID*, t* − 1> to oracle TKO and <ID*, t* mod 2> to oracle HKO simultaneously; 
(5) A can not submit <ID*, t* + 1> to oracle TKO and <ID*, (t* + 1) mod 2> to oracle 
HKO simultaneously; (6) A can not compromise both of ID*’s helper keys. We say that  

∏ is perfectly key-insulated if for any polynomial-time adversary A, , ( )A KIAdv kΠ
 is negli-

gible. 

Remark 1: For those non-challenged identities, oracle TKO is of no help for adversary A, 
since he can derive any temporary secret key for these identities by querying oracle KEO. 
Therefore, without loss of generality, we require that adversary A only query oracle TKO 
on the challenged identity. 

To model the strong key-insulated security for IBPKIS, We provide oracle HKO for 
the attacker and allow him to query all the helper keys for any identity, even including 
the challenged identity. However, the adversary is disallowed to query oracle TKO on the 
challenged identity for any time period. Note that we allow the adversary to query oracle 
TKO on the non-challenged identities for any time period. Since these queries are im-
plied by the KEO queries, we do not explicitly provide oracle TKO for the adversary in 
the following definition. 

Definition 5  Let ∏ be an IBPKIS scheme. For a polynomial-time adversary A, his ad-
vantage is defined as 

* * * *

, ( ); ( , ); ( , , ) * * * *
( , ) Setup( , ); (( , ), , )Adv ( ) Pr ,

( ) : Verify(( , ), , ) 1A SKI KEO HKO SO
param msk k N t ID mk

A param t ID m
σ

σ
∏

⋅ ⋅ ⋅ ⋅ ⋅ ⋅

⎡ ⎤← ←= ⎢ ⎥
=⎣ ⎦

 

where it is mandated that: (1) A can not query oracle SO on <ID*, t*, m*>; (2) ID* was 
never submitted to oracle KEO. We say that ∏ is strong key-insulated if for any polyno-
mial-time adversary A, , ( )A SKIAdv kΠ

 is negligible. 



JIAN WENG, XIANG-XUE LI, KE-FEI CHEN AND SHENG-LI LIU 

 

1148 

 

Finally, as in [13], we address an adversary who compromises the user’s storage 
while a key is being updated from TSKID,t-1 to TSKID,t, and we call it a key-update expo-
sure at (ID, t). When this occurs, the adversary gets TSKID,t-1,UKID,t and TSKID,t. We say 
an IBPKIS scheme has secure key-updates if a key-update exposure at (ID, t) is of no 
more help to the adversary than issuing TKO queries on <ID, t − 1> and <ID, t>. 

Definition 6  An IBPKIS scheme has secure key-updates if the view of any adversary A 
making a key-update exposure at <ID, t> can be perfectly simulated by an adversary A′ 
making TKO queries on <ID, t − 1> and <ID, t>. 

4. OUR PROPOSED IBPKIS SCHEME 

4.1 Construction 

To describe our scheme, some global parameters are required to be defined in ad-
vance. Let G1 and G2 be two groups with prime order q of size k, g be a random generator 
of G1, and e be a bilinear map such that e: G1 × G1 → G2. Let H1: {0, 1}* → {0, 1}nu and 
H1: {0, 1}* → {0, 1}nm be two collision-resistant hash functions for some nu, nm ∈ Z. Let 
F be a pseudo-random function (PRF) such that given a k-bit seed s and a k-bit input x, it 
outputs a k-bit string Fs(x) (refer to [23] for details about PRF). Based on Paterson- 
Schuldt’s ID-based signature scheme [24], which is based on Water’s ID-based encryp-
tion scheme [25], our proposed IBPKIS scheme consists of the following six algorithms: 

Setup: The PKG picks α ∈ *,qZ  g2 ∈R G1 and defines g1 = gα. Next, it chooses u′, m′ ∈R  
G1. It also chooses a nu-dimensional vector ˆ( )iU u=  with ûi ∈R G1 for i = 1, …, nu. An- 
other nm-dimensional vector, ˆ( )jM m=  with 1ˆ j Rm G∈  for i = 1, …, nu, is also chosen.  
The public parameter is 1 2 1 2( , , , , , , , , ),param g g g u m U M H H′ ′=  and the master key  
is 2 .msk gα=  

For convenience, we define two functions L1 and L2 such that 1 ˆ( ) ,i
i S

L S u u
∈

′= ∏  L2(S)  

ˆ ,j
j S

m m
′∈

′= ∏  where S ⊆ {1, …, nu} and S′ ⊆ {1, …, nm}. Furthermore, to make the no-  

tation easy to follow, for a given identity ID, time period t and message m, we hereafter 
use UID,t to denote the set {i | S1[i] = 1, S1 = H1(ID || t)}, IDU ′  to denote {j | S2[i] = 1, S2 = 
H1(ID)}, and Mm to denote {k | S3[k] = 1, S3 = H2(m)}.  

Extract: Given an identity ID, the PKG randomly chooses two helper keys HKID,1, 
HKID,0 ∈R {0,1}k, and computes ,1, 1 ( 1 || ),

IDID HKk F ID− = −
,0,0 (0 || ).

IDID HKk F ID=  Next, it  
chooses r ∈R 

*
qZ  and defines the initial secret key to be 

, 1 ,0 , 1 ,0
,0 2 1 1 , 1 1 ,0( ( ) ( ) ( ) , , , ).ID ID ID IDk k k kr r

ID ID ID IDTSK g L U L U L U g g gα − −
−′=     (1) 

Finally, it outputs the initial secret key TSKID,0 and the two helper keys HKID,1 and 
HKID,0. 

UpdH: given an identity ID and a time period index t, the ith (here i = t mod 2) helper for 
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ID defines and returns the update key as 
, , 2 ,

, 1 , 1 , 2( ( ) ( ) , ),ID t ID t ID tk k k
ID t ID t ID tUK L U L U g−

−=  
where ,, 2 ( 2 || ),

ID iID t HKk F t ID− = −
,, ( || ).

ID iID t HKk F t ID=  

UpdT: Given a time period index t, an update key , , ,
ˆ ˆ( , )ID t ID t ID tUK Q R=  and a tempo- 

rary secret key TSKID,t-1 = (QID,t-1, RID,t-1, RID,t-2, R), this algorithm returns the temporary  
secret key for user ID in time period t as , , 1 , , 1 ,

ˆ ˆ( , , , )ID t ID t ID t ID t ID tTSK Q Q R R R− −= ⋅ . 
Note that if let i = t mod 2 and j = (t − 1) mod 2, then the temporary secret key is 

always set to be 

, 1 , , 1 ,
, 2 1 1 , 1 1 ,( ( ) ( ) ( ) , , , ),ID t ID t ID t ID tk k k kr r

ID t ID ID t ID tTSK g L U L U L U g g gα − −
−′=     (2) 

where ,, 1 ( 1 || ),
ID jID t HKk F t ID− = −

,, ( || ).
ID iID t HKk F t ID=  

 
Sign: To produce a signature on m during time period t, the user ID with temporary se-  
cret key TSKID,t = (QID,t, RID,t-1, RID,t, R) first chooses 

*
1, , ,t t m R ql l r Z−′ ′ ∈  and then com-  

putes 1
, 1 , 1 ,tl

ID t ID tS R g −′
− −= ⋅ , , ,tl

ID t ID tS R g ′= ⋅ mr
mS g=  and 1

, 1 , 1 1 ,( ) ( )t tl l
ID t ID t ID tV Q L U L U−′ ′

−= ⋅   

2 ( ) .mr
mL M  The signature is σ = (t, V, SID,t-1, SID,t, R, Sm).  

Note that let i = t mod 2 and j = (t − 1) mod 2, the signature is always set to be 

, 1 , , 1 ,
2 1 1 , 1 1 , 2( ( ) ( ) ( ) ( ) , , , , ),ID t ID t ID t ID tm mk k k kr rr r

ID ID t ID t mg L U L U L U L M g g g gασ − −
−′=  (3) 

where , ,, 1 1 ,( 1 || ), ( || ).
ID j ID jID t t HK ID t t HKl l F t ID l l F t ID− −′ ′= + − = +  

Verify: given a purported signature σ = (t, V, SID,t-1, SID,t, R, Sm) of an identity ID on a 
message m, a verifier accepts σ iff. the following equality holds:  

e(g, V) = e(g1, g2)e(R, L1(U′I D))e(SID,t−1, L1(UID,t−1))e(SID,t, L1(UID,t))e(Sm, L2(Mm)).  (4) 

Remark 2: There exist some implicit relations in the above scheme: (i) according to Eqs. 
(1)-(3), a given user’s initial secret key, all of his temporary secret keys and all the sig-
nature signed by him share the same exponent r; (ii) all the temporary secret keys for a 
given user ID are mutually dependent on one another, namely, TSKID,t-1 and TSKID,t share 
the same exponent kID,t-1, while TSKID,t and TSKID,t+1 share the same exponent kID,t. 

4.2 Comparison with IBKIS Scheme 

In this subsection, we give a comparison between our IBPKIS scheme and IBKIS 
schemes. In our IBPKIS scheme, every user has two helper keys to alternately update his 
temporary secret key. As to the aforementioned person who works in both the head office 
and a branch, now he can put the first helper key in the head office and the second one in 
the branch. Then he no longer needs to remind himself to bring the helper back and forth. 
Moreover, since the two helper keys are alternately used, even if the frequency of tem-
porary secret key-updates in our scheme is twice as those in IBKIS schemes, the risk of 
each helper’s key-exposure is still the same as those of IBKIS schemes. This means that 
our proposed IBPKIS scheme allows frequent key-updates without increasing the risk of 
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helper key-exposure. Besides, even if one of a user’s helper key and some of his tempo-
rary secret keys are exposed, it is still impossible for an adversary to derive all of this 
user’s temporary secret keys. On the contrary, even for the strong key-insulated IBKIS 
scheme, once a user’s helper key and one of his temporary secret keys are exposed, all of 
his temporary secret keys will be exposed. In the next section, we will prove that the 
proposed scheme enjoys desirable features such as secure key-updates, perfectly key- 
insulation and strong key-insulation in the standard model. We give a comparison be-
tween the proposed scheme and existing IBKIS schemes in Table 1.  

Table 1. Comparison of the proposed IBPKIS scheme and existing IBKIS schemes. 
 Proposed Scheme ZCC06 [18] WLCL06 [19] 

Perfectly Key-Insulated √ √ √ 
Strong Key-Insulated √ × √ 
Secure Key-Updates √ √ √ 

Without Random Oracles √ × × 
Allow Frequent Key-Updates √ × × 

“Allow Frequent Key-Updates” means allowing frequent key-updates without increasing the risk of helper key-exposure. 
 

We can use Naccache and Sarkar-Chatterjee’s technique [26, 27] to reduce the size 
of public parameters (see section 6 in [24] for more details). However, we are quite 
aware that since our proposed scheme is based on Paterson-Schuldt’s IBS scheme [24], 
our IBPKIS scheme is a little more expensive than ZCC06 and WLCL06 schemes. It’s an 
open question to construct an IBPKIS scheme satisfying both high efficiency and prov-
able security without random oracles. 

5. SECURITY ANALYSIS 

Theorem 1  The proposed scheme is perfectly key-insulated in the standard model un-
der the CDH assumption in G1. Concretely, given an adversary A that has advantage ε 
against the perfectly key-insulated security of our scheme by running within time T, ask-
ing at most qk (qh, qt, qs resp.) queries to oracle KEO (HKO, TKO, SO, resp.), there exists 
a (T ′, ε′) adversary B that breaks the CDH assumption in G1 with T' ≤ T + O((qk + qt + qs) 
te + (nu(qk + qt) + (nu + nm)qs)tm) and ε′ ≥ 9ε/1024(qk + qt + 3qs)3(nu + 1)3qs(nu + 1), where 
te and tm denote the running time of an exponentiation and a multiplication in G1 respec-
tively. 
 
Proof: We will show how to construct a (T', ε′)-adversary B against the CDH assumption  
in group G1. Suppose B is given a tuple (g, ga, gb) ∈ 3

1G  for some unknown a, b ∈ 
*.qZ  B’s  

goal is to derive gab by interacting with A. B flips a fair coin COIN ∈ {0, 1}. If COIN = 1, 
B plays Game 1 with A, else he plays Game 2. 
 
Game 1: In this game, B acts as a challenger expecting that A will never corrupt the 
helper key of the challenged identity. Note that in this game, B can randomly choose the 
exponent kID,t on his own for the challenged identity ID and a time period index t, since 
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kID,t is the output of a PRF and A does not know the corresponding seeds HKID,1 and 
HKID,0. B interacts with A in the following way: 
 
Setup: B randomly chooses two integers ku and km such that 0 ≤ ku ≤ nu, 0 ≤ km ≤ nm. Let 
lu = 4(qk + qt + 3qs)/3 and lm = 2qs. We here assume that lu(nu + 1) < q and lm(nm + 1) < q. 
Next, it randomly chooses x′ ∈R Zlu, z′ ∈R Zlm, y′, w′ ∈R Zq and assigns g1 = ga, g2 = gb, u′  
= g2

x′-lukugy′ and m′ = g2
x′-lmkmgw′. It also chooses ˆ ˆ,

ui i R lx y Z∈  and assigns ˆ( )iU u=  with  
ˆ ˆ
2ˆ i ix y

iu g g=  for i = 1, …, nu. Besides, it chooses ˆˆ ,
mj j R lz w Z∈  and assigns ˆ( )iM m=   

with 
ˆ ˆ
2ˆ j jz w

jm g g=  for j = 1, …, nu. Finally, B returns the public parameters to A. 
Observe that from the perspective of the adversary, the distributions of these public 

parameters are identical to the real construction. Note that the master key is implicitly set  
to be 2 2 .a abg g gα = =    

To make the notation easy to follow, we define four functions J1, J2, K1 and K2 such  
that 1 1 2 2ˆ ˆ ˆ( ) , ( ) , ( ) , ( )u u i i m m j

i S i S j S
K S x l k x J S y y K S z l k z J S w

′∈ ∈ ∈

′ ′ ′ ′ ′= − + = + = − + = +∑ ∑ ∑  

ˆ ,j
j S

w
′∈

∑  where S ⊆ {1, …, nu}, S ′  ⊆ {1, …, nm}. Note that the following equalities always  

hold: 
1 21 2( ) ( )( ) ( )

1 22 2( ), ( ).K S K SJ S J Sg g L S g g L S′ ′ ′= =   
To embody the implicit relations mentioned in Remark 2, B forms a list named Rlist 

as explained below. For easy explanation, an algorithm named RQuery is also defined. 
 
Algorithm  RQuery(ID, t): 

If there exists a tuple in Rlist for this input then output the predefined value. 
Else if t = ‘−’ then choose 

*ˆ ,R qr Z∈  add (ID, ‘−’, ˆ)r on Rlist, return ˆ.r  
Else choose 

*
,

ˆ
ID t R qk Z∈  add ,

ˆ( , , )ID tID t k  on Rlist, return ,
ˆ .ID tk  

End if 
End if 

 
Oracles Simulations: B answers a series of oracle queries for A in the following way: 

Oracle HKO simulation. B maintains a list HKlist which is initially empty. Upon receiving 
a helper key query <ID, i> with i ∈ {0, 1}. B first checks whether HKlist contains a tuple 
(ID, i, HKID,i). If it does, HKID,i is returned to A. Otherwise, B chooses HKID,i ∈R {0,1 }k, 
adds (ID, i, HKID,i) into HKlist and returns HKID,i to A. 

Oracle KEO simulation. Upon receiving a KEO query on identity ID, B outputs “failure” 
and aborts if 1( ) 0 modIDK U q′ ≡  (denote this event by E1). Otherwise, B issues HKO 
queries on <ID, 1> and <ID, 0> to obtain HKID,1 and HKID,0. Next, it computes r̂  = 
RQuery (ID, ‘−’) and assigns the initial secret key TSKID,0 to be  

, 1 ,0 , 1 ,01 1 1( ) ( ) ˆ ˆ1 ( )
1 1 , 1 1 ,01( ( ) ( ) ( ) , , , ),ID ID ID IDID ID IDk k k kJ U K U K Ur r

ID ID IDg L U L U L U g g g g− −′ ′ ′−
−′  

where ,1 ,0, 1 ,0( 1 || ) and (0 || ).
ID IDID HK ID HKk F ID k F ID− = − =  Finally, B returns (TSKID,0,  

HKID,1, HKID,0) to A. 
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    Observe that, if let 1ˆ / ( ),IDr r a K U ′= −  then in a similar analysis as in [25], it can be  
verified that TSKID,0 has the correct form as Eq. (1). 
 
Oracle TKO queries. As argued in Remark 1, we require that A just queries oracle TKO 
on the challenged identity. Upon receiving a TKO query <ID, t> (Wlog, we assume t is 
even, note that an odd t can be handled in a similar manner), B outputs “failure” and  
aborts if K1(U′ID) ≡ K1(UID,t-1) ≡ 0 mod q holds (denote this event by E2. Note that to 
embody the mutually dependent relation mentioned in Remark 2, we do not make use of  
the case K1(UID,t-1) ≠ 0 mod q for an odd t − 1). Otherwise, it first computes r̂  = RQuery  
(ID, ‘−’), ,

ˆ ( , )ID tk RQuery ID t=  and , 1
ˆ ( , 1).ID tk RQuery ID t− = −  Next, if K1(U′ID) ≠ 0 mod  

q, it defines and returns TSKID,t as 

, 1 , , 1 ,1 1 1
ˆ ˆ ˆ ˆ( ) ( ) ˆ ˆ1 ( )

1 1 , 1 1 ,1( ( ) ( ) ( ) , , , ),ID t ID t ID t ID tID ID IDk k k kJ U K U K Ur r
ID ID t ID tg L U L U L U g g g g− −′ ′ ′−

−′ (5) 

else if K1(UID,t) ≠ 0 mod q, it defines and returns TSKID,t as 

1 , 1 , , 1 , , 1 1 , ,
ˆ ˆ ˆ ˆ( ) ( ) 1 ( )ˆ ˆ

1 1 , 1 1 ,1( ( ) ( ) ( ) , , , ).ID t ID t ID t ID t ID t ID t ID tJ U K U k k k K U kr r
ID ID t ID tg L U L U L U g g g g− − −

−′ (6) 

Observe that in both cases, TSKID,t has the correct form as Eq. (2) and is indeed a 
valid temporary secret key. 
 
Oracle SO simulation. Upon receiving a SO query <ID, t, m>, B outputs “failure” and 
aborts if 1 1 , 1 1 , 1( ) ( ) ( ) ( ) 0 mod  ID ID t ID t mK U K U K U K M q−′ ≡ ≡ ≡ ≡  holds (denote this 
event by E3). Otherwise, B first computes ˆ ( , ' '),r RQuery ID= −  and then constructs the 
signature for A according to four cases: 
 
− K1(U′ID) ≠ 0 mod q: Choose lID,t-1, lID, t, rm ∈R 

*
qZ  and assigns the signature σ as 

, 1 , , 1 ,1 1 1( ) ( ) ˆ ˆ1 ( )
1 1 , 1 1 , 21( , ( ) ( ) ( ) ( ) , , , , ).ID t ID t ID t ID tID ID m mIDl l l lJ U K U r rK Ur r

ID ID t ID t mt g L U L U L U L M g g g g g− −′ ′ ′−
−′  

− (K1(U′ID) ≡ 0 mod q) ^ (K1(UID,t-1) ≠ 0 mod q): Choose 
*

, 1 ,
ˆ , ,ID t ID t m R ql l r Z− ∈  and as-

signs the signature σ as 

( )( )1 , 1 1
( ) ( )1 , 1 , 1 , 1 , 1 , 1 ,

ˆ ˆˆ ˆ
1 1 , 1 1 , 21

., ( ) ( ) ( ) ( ) , , , ,
J UID t
K U K UID t ID t ID t ID t ID t ID tm ml l l lr rr r

ID ID t ID t mt g L U L U L U L M g g g g g
− −
− − − −

−′  

− (K1(U′ID) ≡ K1(UID,t-1) ≡ 0 mod q) ^ (K1(UID,t) ≠ 0 mod q): Choose , 1 ,
ˆ, ,ID t ID t m Rl l r− ∈   

*
qZ  and assigns the signature σ as 

( )( )1 , 1
( ) ( )1 , , 1 , , 1 1 , ,

ˆ ˆˆ ˆ
1 1 , 1 1 , 21

., ( ) ( ) ( ) ( ) , , , ,
J UID t
K U K UID t ID t ID t ID t ID t ID tm ml l l lr rr r

ID ID t ID t mt g L U L U L U L M g g g g g
−

− −
−′  

− (K1(U′ID) ≡ K1(UID,t-1) ≡ K1(UID,t) ≡ 0 mod q) ^ (K2(Mm) ≠ 0 mod q): Choose , 1 ,, ,ID t ID tl l−   
*

m̂ R qr Z∈  and assigns the signature σ as 
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( )( )2 1
( ) ( ), 1 , , 1 ,2 2ˆ ˆˆ ˆ

1 1 , 1 1 , 21
., ( ) ( ) ( ) ( ) , , , ,

J Mm
K M K MID t ID t ID t ID tm m m ml l l lr rr r

ID ID t ID t mt g L U L U L U L M g g g g g
−

− −
−′  

In all cases, it can be verified thatσhas the correct form as Eq. (3). 

Forge: Eventually, B returns a forged signature σ* = (t*, V*, SID*,t*-1, SID*,t*, R*, Sm*) on an 
identity ID*, a time period index t* and a message m* with the constraints described in 
Definition 4. B first checks whether A has corrupted one of ID*’s helper keys during this 
game. If it does, B outputs “failure” and aborts (denote this event by E4). Otherwise, B 
further checks whether K1(U′ID*) ≡ K1(UID*,t*-1) ≡ K1(UID*,t*) ≡ K2(Mm*) ≡ mod q holds. 
holds. If not, B outputs “failure” and aborts (denote this event by E5); otherwise, B can  

successfully compute gab as 1 * * 1 * * 2 *1 * , 1 ,
* * * * *

( ) ( ) ( )* ( )*
, 1 ,

.ID t ID t mID
J U J U J MJ U

ID t ID t m
V R S S S−

′

−
 

Game 2: In this game, B acts as a challenger expecting that A will corrupt exactly one of 
the helper keys on the challenged identity. B picks γ ∈R {0, 1} and bets on that A queries 
on the γth helper. Wlog, we assume γ = 1 (the case of γ = 0 can be handled in a similar 
manner). Then for the challenged identity ID and an even time period index t, B can ran-
domly choose the exponent kID,t since F is a PRF and A does not know the corresponding 
seed HKID,0. B provides the simulation of Setup, oracles HKO, KEO and SO for A in the 
same way as Game 1. Here we let F1 and F3 denote the abort events in oracle KEO 
simulation and oracle SO simulation respectively. B provides oracle TKO simulation for 
A as follows: 

Oracle TKO simulation. As argued in Remark 1, we also require that A just query oracle 
TKO on the challenged identity. For a TKO query <ID, t>, we explain how to deal with 
the case of an even t (the case of an odd t can be handled in a similar manner): B outputs 
“failure” and aborts if K1(U′ID) ≡ K1(UID,t) ≡ 0 mod q holds (denote this event by F2). Oth- 
erwise, B first computes ˆ ( , ' '),r RQuery ID= −  ,

ˆ ( , )ID tk RQuery ID t=  and lID,t-1 = FHKID,t(t  
− 1 || ID). If K1(U′ID) ≡ 0 mod q, it defines TSKID,t similarly to Eq. (5), else if K1(UID,t) ≠ 0 
mod q, it defines TSKID,t similarly to Eq. (6). It can be verified that in both cases, TSKID,t 
has the correct form as Eq. (2). 

Forge: Eventually, A returns a forged signature σ* = (t*, V*, SID*,t*-1, SID*,t*, R*, Sm*) on 
identity ID*, messages m* and time period index t* with the constraints described in Defi-
nition 4. B first checks whether A has corrupted HKID*,1 during this game. If not, B out-
puts “failure” and aborts (denote this event by F4). Otherwise, B further checks whether 
K1(U ′I D*) ≡ K1(UID*,t*-1) ≡ K1(UID*,t*) ≡ (Mm*-1) ≡ 0 mod q holds. If not, B outputs “failure” 
and aborts (denote this event by F5); else B can successfully compute gab in the same 
way as Game 1. 

This completes the simulation. From the description of B, we know that the time 
complexity of B is dominated by the exponentiations and the multiplications in the simu-
lation of oracles TKO, KEO and SO. Since there are O(1) exponentiations in each stage, 
and O(nu),O(nu) and O(nu + nm) multiplications in the above three oracle simulations 
respectively, we know that the time complexity of B is bounded by T' ≤ T + O((qk + qt + 
qs)te + (nu(qk + qt) + (nu + nm)qs)tm). 
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Next, we bound B’s advantage against the CDH assumption in G1. Let Pr[¬abort1] 
and Pr[¬abort2] denote the probabilities of B’s not aborting in Games 1 and 2 respec-
tively. Similarly to the analysis in [24], we have the following claim. 
 
Claim 1: Pr[¬abort1] ≥ 9/1024(qk + qt + 3qs)3(nu + 1)3qs(nm + 1),  

Pr[¬abort2] ≥ 9/1024(qk + qt + 3qs)3(nu + 1)3qs(nm + 1). 
 
From the description of the simulation, we know that if B does not abort, the Setup 

phase and the responds to A’s HKO, KEO, TKO and SO queries are valid, and the im-
plicit relations mentioned in Remark 2 are also satisfied. Therefore, if B does not abort, A 
can successfully return a valid forged signature with advantage ε, then B can solve the 
CDH problem instance. Since COIN is a fair coin, we know that B can solve the CDH 
problem instance with advantage ε′ = ½Pr[¬abort1] ⋅ ε + ½Pr[¬abort2] ⋅ ε ≥ 9ε/1024(qk 
+ qt + 3qs)3(nu + 1)3qs(nm + 1).                                              
 
Theorem 2  The proposed scheme is strong key-insulated in the standard model under 
the CDH assumption in group G1. Concretely, given an adversary A that has advantage ε 
against the strong key-insulated security of our proposed scheme by running within time 
T, asking at most qk (qh, qs, resp.) queries to oracle KEO (HKO, SO, resp.), there exists a 
(T ′, ε′) adversary B that breaks the CDH assumption in group G1 with T' ≤ T + O((qk + 
qs)te + (nuqk + (nu + nm)qs)tm) and ε′ ≥ 9ε/1024(qk + 3qs)3(nu + 1)3qs(nm + 1), where te and 
tm has the same meaning as Theorem 1. 
 
Proof: (Sketch) On input (g, ga, gb) ∈ 3

1G for some unknown a, b ∈ 
* ,qZ  B’s goal is to 

compute gab. B interacts with A as follows: 
 
Setup: The same as Theorem 1 except that lu is set to be lu = 4(qk + 3qs)/3. 
 
Oracle Simulation: To embody the implicit relations mentioned in Remark 2, we also 
define the algorithm RQuery as in Theorem 1. B provides the simulation of oracles HKO, 
KEO and SO for A in the same way as Game 1 in Theorem 1. Note that we need not pro-
vide oracle TKO for A. 
 
Forge: Eventually, A returns a forged signature σ* with the constraints described in Defi-
nition 4. B can derive gab in the same way as Game 1 in Theorem 1. 

 
As the proof of Theorem 1, we can see that B’s running time is bounded by T ′ ≤ T + 

O((qk + qs)te + (nuqk + (nu + nm)qs)tm). Similarly, the advantage of B can be bounded by ε′ 
≥ 9ε/1024(qk + 3qs)3(nu + 1)3qs(nm + 1).                                       

 
Theorem 3  The proposed scheme has secure key-updates. 
 

This theorem follows from the fact that for any time period t and any identity ID, 
the update key UKID,t can be derived from TSKID,t and TSKID,t-1. 
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6. CONCLUSION 

Classical ID-based signatures rely on the assumption that secret keys are kept per-
fectly secure. In practice, however, key-exposure seems inevitable. No matter how strong 
these ID-based signatures are, once the secret keys are exposed, their security is entirely 
lost. Thus it is worthwhile to deal with the key-exposure problem in ID-based signatures. 

In this paper, we have extended the parallel key-insulated mechanism to ID-based 
signatures and minimized the damage caused by key-exposure in ID-based signatures. 
We formalized the definition and security model for IBPKIS, and at the same time pro-
posed an IBPKIS scheme. The proposed scheme can allow frequent key-updates without 
increasing the risk of helper key-exposure, and eventually enhance the security of the 
system. This is an attractive advantage which the standard IBKIS schemes do not possess. 
Our scheme is provably secure without resorting to the random oracle methodology, 
which is also a desirable feature since a proof in the random oracle model can only serve 
as heuristic argument and does not imply the security in the implementation. 
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