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An application-level protocol that integrates the concept of application level fram-

ing and the network-aware applications is proposed in this paper to support the network 
applications with the synchronized multimedia session. The application model and the 
application QoS for the protocol are also proposed. The application QoS for each flow 
includes the maximum allowable ratio for the lost medium unit and the delay bound of 
the medium unit associated with the maximum allowable late ratio. The control mecha-
nisms that support the application protocol include error control, real-time control for in-
dividual flow within the session, and synchronization control for the multimedia session. 
Moreover, the application protocol with the control mechanisms provides a quantitative 
expression for the quality of the synchronized session in terms of the QoS parameters. 
Measurement results show the effectiveness of the protocol.  
 
Keywords: application-level protocol, synchronized multimedia session, QoS supporting, 
application level framing, network-awareness 
 
 

1. INTRODUCTION 
 

Multimedia network applications often require an end-to-end provision of quality of 
service (QoS) [1, 2]. The requirement results in intensive and vast research for QoS-re-
lated issues [3-5]. According to [6], QoS is distinguished to four layers: user QoS [7], 
application QoS, system QoS, and network QoS [8]. The user QoS parameters describe 
requirements for the perception of multimedia data at the user interface. The application 
QoS parameters describe requirements for the application services possibly specified in 
terms of media quality (like end-to-end delay) and media relations (like inter/intrastream 
synchronization). The system QoS parameters describe requirements on the communica-
tions services resulting from the application QoS. These may be specified in terms of 
both quantitative (like bits per second or task processing time) and qualitative (like mul-
ticast, interstream synchronization, error recovery, or ordered delivery of data) criteria. 
The network QoS parameters describe requirements on network services (like network 
load or network performance). In this paper, we focus on the application QoS and pro-
pose application-level control mechanisms for QoS support in a synchronized multime-
dia session that does not based on any assumption of the underlying network service. 
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Traditional solutions for supporting quality of service for multimedia applications 
over Internet relied on the functionality of network layer, in which two QoS support 
framework were proposed: Integrated Services (IntServ) and Differentiated Services 
(DiffServ). The intensive and vast researches for QoS-related issues include the design of 
the new programming APIs for QoS supporting [20], the resource reservation mechanism 
[21-23], the QoS management architecture [12, 24, 25], QoS supporting for the wireless 
environment [10, 11, 14] and telephony QoS issues [26-28], etc. In addition to resource 
management in the network layer, real-time issues were addressed in Real-time Trans-
port Protocol (RTP) [19] and RTP Control Protocol (RTCP) by introduction of timing 
reconstruction at the receiver site. However, the issue of multiple related flows in a ses-
sion is not addressed in the frameworks/works as mentioned. 

Since the network behavior is dynamic and the static allocation strategy (e.g., peak 
rate assignment for bandwidth requirement) could not achieve the efficiency of the 
packet switching network (i.e., the gain of the statistical multiplexing), the adaptive net-
work QoS for multimedia transmissions was suggested. Moreover, the best-effort nature 
or lack of the resource (bandwidth) reservation mechanism for some sub-networks on the 
transmission path makes it impractical to provide the static end-to-end QoS. However, 
adaptive QoS implies that once the network situation changes, the application will be 
notified that the QoS supported by the network subsystem is changed, and it is the re-
sponsibility of the application to adapt itself to the new network condition. In other 
words, adaptive network QoS also requires the adaptability of the application [9-11].  

The concept of the middleware mechanism was proposed to reduce the overhead of 
introducing QoS to the existing multimedia applications such as web servers [9, 12]. For 
the development of new multimedia network applications, the programmer needs to con-
sider the network dynamics in designing adaptive network applications [13, 14]. Band-
width measurement mechanisms [15-17] for providing the run-time information about 
the network condition could be included in the application itself. Such kind of applica-
tions was called network-aware applications [13].  

On the other hand, the concept of Application Level Framing (ALF) [18, 19] was 
proposed to integrate the transport protocol functionality in the application. The ALF 
concept requires that the application controls the packet size in the network and is re-
sponsible for the control mechanisms such as error control and real-time control. That is, 
the ALF concept empowers the application with more controls over network transmis-
sions. Experiments have proved that the ALF concept improves the communications 
systems performance and allows more advanced techniques for the efficient implementa-
tion of communications systems.  

Certainly an ALF application should also be a network-aware application since the 
ALF application controlling network-related functions should also adapt to the network 
environment. The integration of the concept of ALF and network-awareness is proposed 
in this paper to support the network applications with the synchronized multimedia ses-
sion. The QoS parameters for a synchronized session are defined and a couple of appli-
cation-level control mechanisms including packetization control, error control, real-time 
control, and synchronization control are proposed in the paper. Performance measure-
ment from a real implementation has demonstrated that the proposed application frame-
work can improve session quality.  

The remainder of the paper is organized as follows. The application model and the 
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session QoS from the application point of view are presented in section 2. The format of 
the proposed application-level protocol is explained in section 3, and the control mecha-
nisms are presented in section 4. Performance evaluation for the protocol is presented in 
section 5. Section 6 concludes the paper.  

2. APPLICATION MODEL AND SESSION QOS 

There are multiple flows within a synchronized multimedia session for a network 
application. Each flow is responsible for the transmission of one medium. The architec-
ture of the proposed application model for both the sender site and the receiver site of a 
multimedia session is illustrated in Fig. 1. The data production block in the figure de-
notes the source of each medium data in the application program at the sender site and is 
responsible for the input process and the encoding process for one medium. The data unit 
generated from the data production block is called the medium unit (MU), which could 
be a video frame or an audio segment, etc. MU represents the basic data unit for the en-
coder/decoder of each medium.  

As mentioned in section 1, the middleware under the ALF concept controls the 
transport protocol functionality such as error control. Since the size of MU is usually too 
large to be the basic data unit of the control mechanism, we define the basic data unit for 
the control mechanism as the application data unit (ADU). Therefore, the middleware 
segments the MU from the data production block into several fragments for the flow of 
the medium. Each fragment is further encapsulated by the application protocol format 
that is presented in the next section. Note that when deciding the size of ADU, we should 
consider the maximum packet size supported by the underlying network sub-system to 
eliminate redundant segmentation/reassembly. On the other hand, the size of the ADU 
cannot be too small to prevent larger header overhead. Normally, we can send probe 
packets to find out the MTUs of the subnets along the transmission path or simply set the 
minimum MTU by checking the known MTU information. 

The control module at the sender site is responsible for segmenting MUs and adding 
proper fields of the proposed application protocol in ADUs. In order to provide effective 
error control, mechanisms of packet-level forward error correction (packet-level FEC) 
and retransmission under the control of Application QoS Coordinator are included in the 

 
Fig. 1. Application structure for the synchronized multimedia session. 
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proposed model. On the other side, the control module at the receiver site accepts ADUs 
from the network subsystem and performs the control mechanisms as well as the reas-
sembling process. As illustrated in Fig. 1, each arrived ADU must pass through error 
control, real-time control, and synchronization control. Finally, the MUs of all flows in 
the session are delivered synchronously to the data consumption module of each medium. 
The Application QoS Coordinator monitors each of the control mechanisms for the sake 
of session quality and triggers proper actions to cope with performance degradation. De-
tails of these control mechanisms are presented in section 4.  

Three parameters (TxRatei, D, TH_SuccessGroups) are specified for QoS require-
ment of a synchronized session. TxRatei denotes the transmission rate of the medium data 
by the sender for flow i that only serves as the input parameter in the flow setup phase 
for underlying QoS-supported network to reserve proper resource. D denotes the end-to- 
end delay bound for synchronized groups. TH_SuccessGroups denotes the ratio require-
ment of successful synchronized groups. A successful group is defined to be the group 
that all MUs in the group are delivered to the receiver application within the end-to-end 
delay bound D. Therefore, TH_SuccessGroups represents the quantitative requirement 
over the quality of the multimedia session.  

In order to support proposed control mechanisms, three system parameters are de-
fined and monitored for a multimedia session: SuccessGroups(K), SuccessMUsi

(K), and 
EstRTTi. SuccessGroups(K) is used to record the run-time ratio of the successful groups in 
the last K groups, SuccessMUsi

(K) is the run-time ratio of MUs (in the last K MUs) for 
flow i that are successfully reassembled from ADUs within the end-to-end delay bound D, 
and EstRTTi is the estimated round-trip time for flow i. Two sets of the system parame-
ters are used: the case of (K = ∞) and the case of (K = a finite integer, e.g. K = 100). The 
value of a system parameter with (K = ∞) represents the aggregate (average) behavior of 
the parameter starting from the beginning of the session, while the other case represents 
the transient behavior by observing only a short period of time in the past. As will be 
explained in section 4, by comparing the values of these system parameters under differ-
ent K values, the reason for performance degradation can be identified to trigger effective 
control actions. The summary of the QoS parameters as well as system parameters is 
displayed in Fig. 2.  

3. PROTOCOL FORMAT 

As mentioned in section 2, each MU is segmented to several fragments, which are 
further encapsulated into ADUs. The header of each ADU is responsible for carrying 
information for the control mechanisms at the receiver site. The format of the ADU is 
depicted in Fig. 3. The field of FlowID is used for the application to distinguish the flows 
in the session. The Sequence# field carries information for reassembling the original MU. 
There are three sub-fields in the Sequence# field: MU#, Fragment#, and NumberOf-
Fragments. The field of MU# represents the ID of the medium unit that is the source of 
this ADU. The field of Fragment# indicates the position of this ADU in the original MU. 
The NumberOfFragments field indicates how many ADUs belong to the same MU. That 
is, all the ADUs, which are from the same MU, will have the same value of MU# and 
NumberOfFragments. The #GroupMembers field shows the number of MUs in a syn-
chronous group. 
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Fig. 4. The synchronized group members. 

 
The field of Timestamp carries the generation time of the original MU. That is, the 

ADUs from the same MU have the same value of Timestamp. The Timestamp field is 
used for the real-time control mechanism and the synchronization control mechanism at 
the receiver site. As will be explained in next section, the MUs with the same Timestamp 
from different flows must be synchronized in the synchronization control mechanism. 
The Length field indicates the length of the following Data field. The Data field carries 
the fragment data segmented from the MU. Finally, the Checksum field allows the flow 
with tighter error checking function. The sender and receiver must decide if the Check-
sum field is needed or not in the flow setup phase.  

Fig. 4 shows that how a synchronous group is formed. Audio MU (i − 1), video MU 
(i − 1), text MU (i − 1a) and text MU (i − 1b), which has the starting time in a same in-
terval time respectively, are grouping into the same synchronous group, group (i − 1). 
Group (i − 1) has four group members, group (i) has three group members and group (i + 
1) has only two group members. We pre-defined a very small interval time for grouping 
MUs, but for simplicity we can also use audio MU as grouping reference as in our im-
plementation. 

4. CONTROL MECHANISMS 

In addition to the encapsulation of ADUs, there are two mechanisms proposed in the 
control module at the sender site to cope with the degradation of session quality as men-
tioned in section 2: packet-level FEC and retransmission. The Application QoS Coordi-
nator determines when and which mechanisms to be performed by investigating the val-
ues of QoS parameters (i.e. TH_SuccessGroups and D) as well as system parameters (i.e. 
SuccessGroups(K), SuccessMUsi

(K) and EstRTTi) presented in section 2. In the following, 
we focus on the control mechanisms and explain the algorithm adopted in the proposed 
Application QoS Coordinator. 

Fig. 2. The QoS parameters and system parameters 
in a synchronized multimedia session. 

Fig. 3. The application protocol format. 
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Fig. 6. The real-time control mechanism.        Fig. 7. The synchronization control mechanism. 

4.1 Error Control 
 

The objective of the error control is to detect if there is some lost ADUs for each 
flow by checking the in-sequence. Therefore, the main actions of the error control in-
clude (1) checking the Sequence# field for the incoming ADUs, (2) checking the data 
integrity if the optional checksum is enabled for the flow, (3) passing the information of 
the detected lost or damaged ADUs to the Application QoS Coordinator. The process of 
the error control is illustrated in Fig. 5.  

There are two kinds of errors for the ADU, checksum error and loss. The checksum 
error is detected via the OptionalChecksum field, and the lost ADUs are detected by the 
in-sequence checking. In order to make the in-sequence checking work correctly for the 
detection of lost ADUs, we assume that all the ADUs of the same flow follow the same 
path from the sender to the receiver, which is actually the concept of virtual circuit. The 
assumption is reasonable for the multimedia session with long duration. 
 
4.2 Real-time Control 
 

The real-time control process reassembles the ADUs to the original MU and checks 
if the end-to-end delay of the MU is smaller than the end-to-end delay bound. We define 
one MU as the late MU if the real-time control process could not finish reassembling the 
MU within the delay bound. That is, all ADUs (including the retransmission of the lost 
ADU) form the same MU must arrive to the receiver within the delay bound. In order to 
compute the end-to-end delay of MUs correctly at the receiver site, the sender and the 
receiver must use a common global time reference. The receiver uses the Timestamp 
value of ADUs and the delay bound to decide the local expiration time (i.e. Timestamp + 
D) for the reassembly of the MU as illustrated in Fig. 6. If the real-time control process 
could not finish the reassembly of one MU before the expiration time, all ADUs of the 
MU are dropped, and the values of SuccessMUsi

(∞) and SuccessMUsi
(K) are updated.  

 
Fig. 5. The error control mechanism. 
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4.3 Synchronization Control 

The only function of synchronization control is to synchronize the delivery of all 
MUs with the Timestamp within a small and same interval time (synchronized groping 
time). Therefore, the process latches the MUs with the same Timestamp until the MUs of 
all flows arrive or the local time (Timestamp + D) is up. In other words, all MUs with the 
same interval time must be synchronously delivered to the data consumption module 
within the delay bound (D). Moreover, the values of SuccessGroups(K) and Success-
Groups(∞) are updated in this stage. The process for the synchronization control is illus-
trated in Fig. 7.  

4.4 Application QoS Coordinators 

Application QoS Coordinator is responsible for monitoring the quality of the session 
and triggering proper action to cope with quality degradation. Application QoS Coordi-
nator must determine when and which flow to trigger proper mechanism (packet-level 
FEC and retransmission) for quality improvement. The following rules are adopted:  

(1)  If (SuccessGroups(∞) ≥ TH_SuccessGroups), no actions are triggered. 
(2)  If (SuccessGroups(∞) < TH_SuccessGroups), it implies that the long-term quality 

value of the session does not satisfy the user’s requirement, thus proper actions 
should be made. 

Application QoS Coordinator first identifies the flows of performance bottleneck 
and triggers the proper mechanism. Following rules are applied in this case:  

(A) The flow such that SuccessMUsi
(K) < SuccessMUsi

(∞) is identified as the flow of per-
formance bottleneck, since the quality of the flow is getting worse. 

(B) For each flow of performance bottleneck, if 2 * EstRTT i ≤ D implying that retrans-
mission of the lost ADUs is feasible to improve the ratio of successful MUs, the 
mechanism of retransmission for the lost ADUs is requested by Application QoS Co-
ordinator. On the other hand, if 2 * EstRTT i > D, packet-level FEC is triggered in-
stead.  

If Application QoS Coordinator has already triggered actions for performance im-
provement for a period of time and the new value of SuccessGroups(K) is still less than 
SuccessGroups(∞) implying that the mechanisms did not work well. In this case, Applica-
tion QoS Coordinator will terminate the multimedia session (in the case of best-effort 
underlying network subsystem) or re-negotiate with the underlying QoS-supported net-
work subsystem for better resource reservation.  

4.5 Slow-start and Slow-stop 

More fluctuations of the network situation often occur in the beginning of a multi-
media session [29, 30]. In order to avoid frequently entering the re-negotiation state and 
termination of the session, Application QoS Coordinator should delay the execution of 
the control rules and get rid of unnecessary investigation of the system parameters in the 
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beginning of each flow. The strategy is called slow-start. The slow-start strategy is rea-
sonable since the user should be able to tolerate more quality degradation in the begin-
ning of the session. On the other hand, after the session reaches the steady state, if a sud-
den congestion happens and the QoS of the session is violated. The session should delay 
the re-negotiation (termination) process since the user would tolerate the QoS degrada-
tion resulted from the transient congestion. The strategy is called slow-stop. The time for 
postponement of the re-negotiation (termination) process depends on the characteristics 
of the application and the medium type of the flow.    

5. PERFORMANCE MEASUREMENT 

5.1 Implementation and Performance Criteria 
 

We have implemented the proposed protocol as well as the associated mechanisms 
by using Microsoft Visual C++ 6.0 on Windows 2000. The medium used in the synchro-
nized session includes Motion-JPEG video, PCM audio, and whiteboard data. Two com-
puters (Pentium III 800M Hz with 192MB memory and Pentium III 1GHz with 256MB 
memory) each equipped with a web cam, a sound card and a speaker act as the sender 
and the receiver. The resolution of the video frame is 160 × 120 (QQVGA format). Gen-
eration rates for audio and video are both 10 MU/sec, the rate for HTML is 1 MU/2sec. 
Moreover, one audio MU is encapsulated into one ADU, and so is whiteboard data. One 
video MU is encapsulated into a couple of ADUs that ranges in between 2 ~ 6 ADUs.  

In order to simulate the behavior of a WAN on a local area network, we added a 
gateway process in the receiver computer to perform proper operations on every packet it 
receives, which results in a similar behavior as if the packets were transmitted across a 
WAN. The configuration of the WAN emulator is illustrated in Fig. 8. A probability 
model as well as a normally distributed delay model N(μ, σ) are implemented by the 
gateway process. Each packet received by the gateway process is to be dropped with a 
probability (0.05, modeling packets are dropped due to the physical link error), or be 
delayed for some time before forwarding the packet to the receiving process. The delay 
time for each packet is generated by the delay model. 

Three criteria are used for performance evaluation: (1) the jitters of the synchronous 
group, (2) the time offset between the sender and the receiver, and (3) the ratio of failed 
groups. The jitters of a synchronous group are defined as the maximum offset of the de-
livery time of MUs in the same group. The time offset is defined as the time difference 
between the generation time of an MU at the sender site and the playback time of the MU 
at the receiver site. Thus, the time offset mainly consists of the packetization delay, 
transmission delay in the network, and the buffering time at the receiver. A large value of 
time offset between the sender and the receiver does not fit in interactive applications 
that demand less real-time communications. On the other hand, a small value of time 
offset can easily result in empty buffer and re-buffering of MUs for smooth playback is 
necessary. Therefore, it is better to keep the value of time offset as stable as possible. 
Lastly, the ratio of failed groups represents the quality of the session.  

In order to evaluate the performance of the proposed protocol, contrasts without the 
support of the proposed mechanism were also implemented. As illustrated in Fig. 9, there 
are two cases of contrast for performance comparison: TCP-based contrast and UDP-  
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Fig. 8. WAN emulator.              Fig. 9. The proposed protocol and the two 

    contrast protocols. 

based contrast. Contrast_UDP presents the case that multimedia applications directly 
base on UDP in which there is no retransmission mechanism for error control. On the 
other hand, the retransmission mechanism for reliable transmission in Contrast_TCP is 
mandatory. Moreover, there is no any application level control mechanism in both con-
trasts. Moreover, for the sake of simply investigating the performance of the proposed 
mechanisms, the QoS parameters were set as (TH_SuccessGroups = 100%, D = 1000ms), 
and no termination of the session during the measurement process.  
 
5.2 Jitters of a Synchronous Group 
 

Figs. 10-11 and Figs. 12-13 display the jitters of the synchronous group for the pro-
posed protocol and two contrasts under different network conditions, respectively. The 
proposed protocol shapes the arrival pattern into a synchronous pattern (i.e. jitters = 0). 
Out-of-real-time MUs are discarded. On the other hand, the two contrasts without the 
support of synchronization control result in the phenomenon of out-of-synchronization, 
and as the network condition gets worse (e.g. standard deviation changes from 50ms to 
200ms in Figs. 10-11), the phenomenon of out-of-synchronization is getting serious.  
 

   
Fig. 10. The jitters of a synchronous group for 

proposed protocol and Contrast_UDP 
(standard deviation = 50ms). 

Fig. 11. The jitters of a synchronous group for 
proposed protocol and Contrast_UDP 
(standard eviation = 200ms). 
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Fig. 12. The jitters of a synchronous group for 

proposed protocol and Contrast_TCP 
(standard deviation = 50ms). 

Fig. 13. The jitters of a synchronous group for 
proposed protocol and Contrast_TCP 
(standard deviation = 200ms). 

 

     
Fig. 14. The time offset (TO) changes for pro-

posed protocol with standard deviation 
= 50ms. 

Fig. 15. The time offset (TO) changes for pro-
posed protocol with standard deviation 
= 200ms. 

 

    
Fig. 16. The time offset (TO) changes for Con trast_

UDP with standard deviation = 50ms. 
Fig. 17. The time offset (TO) changes for Contrast_ 

UDP with standard deviation = 20ms. 
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5.3 Time Offset 
 

Figs. 14-15 display the time offset of the proposed protocol under different network 
conditions. Dropping on the curves of the time offset is due to skipping the playback of 
unsuccessful groups in the case that some MUs in the groups are lost or out-of-real-time. 
As the time offset drops under a predefined threshold value, re- buffering is triggered by 
the player for continuation of playback and the value of time offset jumps to a much 
higher level. Therefore, a slower dropping pattern of time offset and fewer number of 
re-buffering imply a better performance. By comparing Figs. 14-15 with Figs. 16-17, the 
performance of Contrast_UDP in terms of time offset is worse than the proposed proto-
col because of the larger number of re-buffering as well as the faster dropping pattern of 
time offset. The reason behind the better performance of the proposed protocol over 
Contrast_UDP is due to the remedy of lost ADUs by proposed error control mechanisms 
(on-demand retransmission and packet-level FEC). 

As displayed in Figs. 18-19, the time offset of Contrast_TCP never goes down dur-
ing the session because of reliable transmission in TCP. Since lost packets are always 
retransmitted, all MUs will eventually arrive in the receiver’s buffer such that the player 
has to wait for all MUs in a group before playback. As a consequence, waiting of the 
retransmitted packets results in the inevitable increase of the time offset. 

       
Fig. 18. The time offset (TO) changes for Contrast_ 

TCP with standard deviation = 50ms. 
Fig. 19. The time offset (TO) changes for Contrast _ 

TCP with standard deviation = 200ms. 

     
Fig. 20. Performance for Contrast_UDP and 

our proposed protocol. 
  Fig. 21. Performance for different D and network 

delay. 
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5.4 Ratio of the Failed Group 
 

A synchronous group is defined as a failed group if one or more MUs in the group 
are lost or out-of-real-time. Fig. 20 displays the ratio of the failed group of the proposed 
protocol and Contrast_UDP under different network conditions. Because of the en-
hancement of error control mechanisms, the proposed protocol outperforms Contrast_ 
UDP in terms of smaller ratio of failed groups. As shown in Fig. 21, a smaller end-to-end 
delay bound results in the increase of the ratio of failed groups since the operation space 
for the proposed error control mechanisms shrinks.  
 

 
Fig. 22. Ratio of failed groups: retransmission  

vs. FEC. 
Fig. 23. Bandwidth cost of the error control 

schemes. 

 
At last, the performance measurements of retransmission or packet-level FEC in our 

proposed protocol are shown in Fig. 22 under different end-to-end delay bounds. The 
packet-level FEC in our implementation only transmits the same packet twice for sim-
plicity. By comparing FEC and retransmission, there is better improvement (3 ~ 5%) for 
FEC when end-to-end delay bound larger than 700ms. It is a reasonable time delay for 
retransmission operation. The main drawback of FEC is wasting network bandwidth. 
Great improvement is obtained for cooperation of control mechanisms, FEC and re-
transmission, but accompanied with the highest bandwidth cost as shown in Fig. 23. 
Lastly, different FEC encoding schemes have different correction rate and extra band-
width cost, therefore, under the same correction rate, the less the extra bandwidth re-
quired, the better the FEC scheme. 

6. CONCLUSION 

Multimedia over Internet has become very popular in recent years. QoS support in 
transmission is necessary to meet real-time demands of multimedia data. Previous work 
in QoS support over Internet mainly focused on providing QoS mechanisms for a single 
medium flow in the network layer. In this paper, we integrate the concept of Applica-
tion-Level Framing and Network-Awareness to propose an application-level protocol for 
a synchronized multimedia session with multiple flows. The application model as well as 
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the QoS parameters for a synchronized session is presented in the paper. Application 
adaptability to network condition is provided by incorporating adaptive control mecha-
nisms in the proposed protocol including packetization and retransmission at the sender 
site, error control, real-time control, and synchronization control at the receiver site, and 
Application QoS Coordinator. Application QoS Coordinator is responsible for monitor-
ing the quantitative quality of the session and triggering proper control mechanisms to 
cope with quality degradation. Measurements from a real implementation have demon-
strated that a better performance can be achieved by the proposed protocol over contrasts 
in terms of jitters in the synchronous group, time offset between the sender and the re-
ceiver, and the ratio of successful groups. 

As to this proposed protocol, there is further discussion for servicing multicast. We 
believe that it may work better on application-layer multicast overlay network rather than 
IP multicast network. In application-layer multicast, end-hosts participating in a multi-
cast group, organize themselves into overlay spanning trees for data delivery. Proper 
control mechanisms can be triggered by QoS Coordinator among these end-hosts which 
act as pairs of sender and receivers. 
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