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Missing Data (MD) is a common drawback that affects breast cancer classification. 

Thus, handling missing data is primordial before building any breast cancer classifier. This 
paper presents the impact of using ensemble Case-Based Reasoning (CBR) imputation on 
breast cancer classification. Thereafter, we evaluated the influence of CBR using parame-
ter tuning and ensemble CBR (E-CBR) with three missingness mechanisms (MCAR: miss-
ing completely at random, MAR: missing at random and NMAR: not missing at random) 
and nine percentages (10% to 90%) on the accuracy rates of five classifiers: Decision trees, 
Random forest, K-nearest neighbor, Support vector machine and Multi-layer perceptron 
over two Wisconsin breast cancer datasets. All experiments were implemented using Weka 
JAVA API code 3.8; SPSS v20 was used for statistical tests. The findings confirmed that 
E-CBR yields to better results compared to CBR for the five classifiers. The MD percent-
age affects negatively the classifier performance: as the MD percentage increases, the ac-
curacy rates of the classifier decrease regardless the MD mechanism and technique. RF 
with E-CBR outperformed all the other combinations (MD technique, classifier) with 
89.72% for MCAR, 87.08% for MAR and 86.84% for NMAR.  
 
Keywords: breast cancer, ensemble, CBR imputation, missing data, classification 
 
 

1. INTRODUCTION 
 

Breast Cancer (BC) is a major public health challenge worldwide, and the second 
leading cause of death among women [1]. Breast Cancer occurs when abnormal cells in 
breast tissue form a tumor by mutation in the Deoxyribo Nucleic Acid (DNA) [2]. Those 
tumors can be benign or malignant. Benign tumors are similar to normal in appearance, 
they grow slowly and do not present any harm to the health. Malignant tumors are cancer-
ous and can spread beyond the original tumor to other parts of the body [3].  

Nowadays, the emergence of Data mining (DM) has helped to assist doctors in several 
subfields of medicine such as cardiology [4], endocrinology [5], and oncology [6]. Specif-
ically, DM techniques have been actively used to assist doctors in the process of BC diag-
nosis and treatment. The mapping study of Ezzat and Idri [7] on the use of data analytics 
techniques in BC treatment found that classification is the most frequent DM objective 
discussed. Among the classification techniques used, Decision Tree, fuzzy methods and 
Support Vector Machine (SVM) are the techniques that gained more attention during the 
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years [8]. Vrigazova [9] proposed ANOVA-BOOTSTRAP-RBF-SVM an improvement of 
SVM to enhance the quality of BC diagnosis, using RBF Kernel and a grid of integer values. 
The best accuracy (99.6%) was achieved with C = 32. Fatih [10] established an adequate 
model by revealing the predictive factors of early-stage breast cancer patients, using an 
ensemble of statistical visualization techniques to understand the correlation between fea-
tures and select the most relevant ones. Thereafter, classification techniques were applied, 
and Logistic regression achieved the highest accuracy result up to 98.1%, compared to the 
other classifiers. 

Usually, classification models for BC diagnosis are built using medical data collected 
from hospitals. However, medical data often contain MD which is a major limitation when 
applying classification techniques in BC diagnosis. It can distort the analysis by introduc-
ing a bias into the classification process and affect the patient survival rate [11]. Different 
techniques have been developed to deal with MD ranging from deletion to imputation. 
Case Base Reasoning (CBR) is the most used imputation technique [12]. However, none 
of the imputation techniques has proved to be the best under all circumstances, since their 
performances depend on the dataset and the classifier used [11, 13]. Thus, it would be more 
fruitful to combine multiple imputers instead of using a single one. A combination of more 
than one single predictor into an ensemble under a specific combination rule is called en-
semble prediction. To the best of our knowledge, few studies investigated the use of en-
sembles to impute medical MD and none has yet focused on BC classification [5, 14], 
which motivates this research. Within this context, the present study investigates the use 
of ensemble based CBR imputation for BC diagnosis. This consists of constructing and 
evaluating a CBR ensemble based imputation (E-CBR), whose members are different var-
iants of a single CBR imputation (i.e. different parameter settings), when used with five 
classifiers: K-Nearest Neighbor (KNN), random forest (RF), Decision tree C4.5, SVM and 
multi-layer perceptron (MLP). Moreover, we investigate whether the optimization of CBR 
parameters using a grid search during imputation is helpful in BC classification. Thereafter, 
we compare the performances, measured in terms of balanced accuracy, of the five classi-
fiers using E-CBR with those using single CBR imputation. The empirical evaluations of 
CBR and E-CBR used three MD missingness mechanisms (MCAR, MAR, NMAR), nine 
MD percentages (from 10% to 90%), and two datasets: Wisconsin breast cancer original 
and Wisconsin breast cancer prognosis. They were performed using the experimental pro-
cess proposed by Idri et al. [15]. Two research questions were addressed: 
 
RQ1: Compared to single CBR, does E-CBR positively affect the accuracy of the five 
classifiers? Is the improvement of the performance of the five classifiers provided by E-
CBR over single CBR significant? 
RQ2: Is there any combinations of MD techniques and classifiers which perform better 
than other? Do these combinations depend on the type of MD? 

 
The main contributions of this study are as follow: (1) Evaluating the use of parameter 

tuning for CBR imputation in BC classification; (2) Proposing and evaluating ensemble 
based CBR imputation for BC classification; (3) Comparing the influence of single CBR 
and E-CBR on the performance of BC classification. 

This paper is structured as follows. Section 2 details the experimental design followed 
in this study as well as the datasets used. Section 3 presents the results and discusses the 
findings. Section 4 concludes the paper and suggests further research lines. 
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2. MATERIAL AND METHODS 
 
This section describes the datasets used, the performance criteria to evaluate each 

classifier, and the process to carry out the different experiments.  

2.1 Datasets Description 

The experiments were conducted using the datasets collected at the University of 
Wisconsin-Madison Hospitals [16]. The first one is the Wisconsin breast cancer original 
dataset. The second one is the Wisconsin breast cancer prognosis dataset. All cases con-
taining missing data were deleted, which reduced the size of each dataset: 683 instances in 
Wisconsin original and 194 instances in Wisconsin prognosis. Moreover, we normalized 
the attributes of Wisconsin breast cancer prognosis dataset within the interval [1, 2] in or-
der to avoid bias of attributes’ ranges.  

2.2 Experimental Design 

Fig. 1 shows the experimental design followed in the present study. This process con-
sists of four main phases: data removal, complete dataset generation, generating classifiers, 
performance evaluation and statistical tests. This study evaluates the performance of five 
classifiers with CBR and E-CBR, nine percentages of MD (10%, 20%, 30%, 40%, 50%, 
60%, 70%, 80% and 90%), and three different missingness mechanisms (MCAR, MAR 
and NMAR) over two datasets. Each step of this process is detailed in the following sub-
sections. 

 

 
Fig. 1. Experimental design. 

 
(A) Data Removal 

We firstly removed all MD already existing in the datasets. Thereafter, the MD were 
artificially generated using the three missingness mechanisms: (1) MCAR: The MD was 
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induced completely at random for each variable; (2) MAR: A causative attribute was ran-
domly selected for each dataset: cell_shape_uniformity and lymph_node_status for Wis-
consin original and Wisconsin prognosis respectively. First, the instances were sorted in 
an ascending order of the causative attribute. Thereafter, the datasets were split into three 
equal subsets, and the MD were generated as follows: (a) 60% * p assigned randomly to 
the first subset; (b) 40% * p assigned to the second subset; (3) NMAR: This mechanism is 
similar to MAR, but instead of inducing MD to all attributes depending on the causative 
variables, only the causative variable loses values. The causative variables are the same 
selected for the MAR mechanism. For each missingness mechanism, 9 percentages (10%, 
20%, 30%, 40%, 50%, 60%, 70%, 80% and 90%) were used, which gave us a total of 54 
incomplete datasets (54 = 3 MD mechanisms * 9 percentages * 2 datasets). 

 
(B) Complete Dataset Generation 

In this step, two MD techniques (E-CBR, CBR) were applied to generate complete 
datasets by imputing missing values of the incomplete data sets of Step 1. 

 
CBR: Grid search consists of tuning every parameter of a classifier over a predefined range 
and then select the configuration that provides the best performance of the classifier [17]. 
Thus, for each incomplete dataset, we used GS to set different parameter of CBR imputa-
tion to generate different complete datasets. This study used a GS on two parameters of 
CBR: distances metric and number of analogies (k). Distance metrics can be: Euclidean, 
Manhattan, Minkowski and Chebyshev while the number of analogies was varied from 2 
to 10 with increment 1. This leads to obtain 36 complete datasets for each incomplete dataset. 
 
Ensemble based CBR imputation (E-CBR): For each dataset, E-CBR combines 36 sin-
gle CBR variants using four distance metrics and 9 values of k (36 = 4 (distances)  9 (val-
ues of k)). Thereafter, E-CBR uses the median of these 36 imputed values to generate the 
final E-CBR imputed value. This leads to obtain one complete dataset for each incomplete 
dataset. Note that each single CBR variant (i.e. one single CBR configuration) generated 
one complete dataset, which in total gave 36 complete datasets. Whereas using ensemble 
CBR, generated only one complete dataset. This implies that the time consumed to classify 
one complete dataset generated by an ensemble CBR is 36 times less than classifying all 
(i.e. 36) the complete datasets generated by single CBR with grid search. 

At the end of this step, we obtained 1998 complete datasets (54 + 36 (possible config-
uration)  54 = 1998). 

 
(C) Generating Classifiers 

Five classifiers (C4.5, CBR, RF, SVM and MLP) were used in order to evaluate the 
influence of the two MD techniques CBR and E-CBR on the classification accuracy. The 
10-fold cross validation was used for the evaluation process. This cross-validation method 
aims to split up the dataset into 10 equal subsets, in which one fold is used as the test set 
and the remaining folds are used as training sets. The process is repeated ten times, and it 
permits to every observation point gets to be in a test set exactly once, and gets to be in a 
training set nine times [18]. After applying the five classifiers to the 1998 complete data 
sets, we obtained 9990 classification experiments (9990 = 1998*5). For each classifier, the 
grid search method was used to vary the classifiers parameters according to Table 1. The 
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best variant of each classifier (i.e. with the highest value of the balanced accuracy criterion) 
was retained for the classifiers comparison. 

 
Table 1. The best variant of each classifier (i.e. with the highest value of the balanced 
accuracy criterion) was retained for the classifiers comparison. 

 

(D) Performance Evaluation  
To evaluate the performance of the five classifiers, the balanced accuracy measure 

was used; it represents the average of sensitivity and specificity. This equally weights the 
value of making accurate predictions in each class. Note that the balanced accuracy rate 
criterion was used, in order to avoid biased results caused by imbalanced data [19]. 

 
(E) Significance Test 

In order to compare the classifiers performance using CBR and E-CBR, the Wilcoxon 
statistical tests were performed. It is a non-parametric test that compares two paired sam-
ples and analyzes the differences between each set of pairs to assess either there is a sig-
nificant difference or not [20]. The statistical tests were performed at  = 0.05 significance 
level. The Holm-Bonferroni method was adopted to support the Wilcoxon test results [21]. 

3. RESULTS AND DISCUSSION 

This section presents and discusses the results of the empirical evaluations carried out 
in this research. First, we report and discuss the performances of the five classifiers when 
using CBR and E-CBR (RQ1). Moreover, we evaluate whether the performances of clas-
sifiers are statistically significant using hypothesis testing. Next, we discuss if there is suit-
able combinations of classifiers and MD techniques to deal with MD in BC. All the em-
pirical evaluations were coded using the WEKA (3.8.0) API code [22]. 

 
4.1 RQ1: Compared to single CBR, does E-CBR positively affect the accuracy of the 
five classifiers? Is the improvement of the performance of the five classifiers provided 
by E-CBR over single CBR significant? 

This section assesses and compares the impacts of CBR and E-CBR on the balanced 
accuracy rates of the five classifiers. Figs. 1-2 (a)-(c) and 4-5 (a)-(c), and Figs. 3 (a)-(c) 
present the mean balanced accuracy rates of C4.5, KNN, RF, SVM, and MLP respectively 
over to the two datasets using CBR and E-CBR, three MD mechanisms, and nine MD 

Algorithm Parameters ranges Optimal configuration 

C4.5 
C={0.1->5, increment=0.1}; M={10->100, incre-
ment=10};  

C=0.25, M=2 

KNN K={1->12, increment =1} K=1

RF 
I={100->1000, increment=100}; {K =1->5, incre-
ment=1}; Seed = 1

I=100, K=1 
Seed=1

SVM 
Kernel=RBFKernel; C={100->200, increment 
=10};  
G={0.01->0.1, increment=0.01}

Kernel=RBFKernel 
C=1, G=0.01 

MLP 
L= {0.1>1, increment=0.1}M={0.1->1, incre-
ment=0.1} 

L=0.3, M=0.2 
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percentages. Moreover, Wilcoxon statistical tests were performed in order to assess 
whether the balanced accuracy rates of classifiers are significantly influenced by the MD 
mechanisms and techniques. To do that, the following hypothesis was drawn: The balanced 
accuracy of each classifier is not affected by using E-CBR rather than CBR. 

For the MCAR mechanism, Figs. 2-6 (a) show that the classification accuracy of all 
classifiers highly improved when using E-CBR compared to CBR regardless the MD per-
centage (In average, the mean balanced accuracy rates were for C4.5: 81.23% with E-CBR 
and 77.63% with CBR, for KNN 82.59% with E-CBR and 81.20% with CBR, for RF: 
89.72% with E-CBR and 79.72% with CBR, for SVM: 80.74% with E-CBR and 79.35% 
with CBR, and for MLP: 78.85% with E-CBR and 73.59%% with CBR). Moreover, we 
noticed that the balanced accuracy of each classifier with either CBR or E-CBR decreased 
as the MD percentage increased (mean balanced accuracy rates at 10% and 90% were for 
C4.5: 84.06% and 72.69% respectively with E-CBR, and 82.29% and 71.62% respectively 
with CBR; for KNN: 87.10% and 81.55% respectively with E-CBR, and 84.35% and 
80.08% respectively with CBR; for RF: 90.80% and 89.32% respectively with E-CBR, 
and 81.56% and 79% respectively with CBR; for SVM: 82.93% and 79.22% respectively 
with E-CBR, and 82.4% and 77.33% respectively with CBR; and for MLP: 80.84% and 
76.57% respectively with E-CBR, and 73.69% and 73.5% respectively with CBR). Ac-
cording to the Wilcoxon test, the classification results achieved when using E-CBR are 
significantly better than the results achieved when using CBR (p() = 0.008 for C4.5; p() 

= 0.008 for KNN; p() = 0.008 for RF; p() = 0.008 for SVM; and p() = 0.008 for MLP). 
For the NMAR mechanism, we observe from Figs. 2-6 (c), that the use of E-CBR 

yield to better balanced accuracy rates compared to the use of CBR whatever the classifier 
and the MD percentage, (In average, the mean balanced accuracy rates were: for C4.5: 
78.01% with E-CBR and 74.68% with CBR, for KNN: 80.50% with E-CBR and 75.39% 
with CBR, for RF: 86.84% with E-CBR and 81.20% with CBR, for SVM: 79.35% with E-
CBR and 77.95% with CBR, and for MLP: 80% with E-CBR and 79.17% with CBR). In 
contrast with the previous mechanisms the balanced accuracy rates of each classifier using 
either E-CBR or CBR was constant for almost all the MD percentages with a slight mini-
mization between the first percentages for some classifiers (the mean balanced accuracy 
rates at 10% and 90% were: for C4.5: 78.01% and 78.01% respectively with E-CBR, and 
74.72% and 74.67% respectively with CBR; for KNN: 80.5% and 80.5% respectively with 
E-CBR, and 75.39% and 75.39% respectively with CBR; for RF: 86.84% and 86.84% re-
spectively with E-CBR, and 79.04% and 77.76% respectively with CBR, For SVM: 79.35% 
and 79.35% respectively with E-CBR, and 77.95% and 77.95% respectively with CBR; 
for MLP: 80.57% and 79.92% respectively with E-CBR, and 79.17% and 79.17% respec-
tively with CBR). The Wilcoxon test confirms that the classification results when using E-
CBR has significantly outperformed the results when using CBR for all the classifiers (p() 

= 0.006 for C4.5; p() = 0.007 for KNN; p() = 0.007 for RF; p() = 0.003 for SVM; and 
p() = 0.004 for MLP). 

Under MCAR and MAR, the MD percentage impacts negatively the balanced accu-
racy rates achieved by all the five classifiers, though the classifiers maintain acceptable 
rates regardless the MD techniques except C4.5 with CBR (at 90% of MD the balanced 
accuracy rates achieved by RF, KNN, SVM, C4.5 and MLP under MCAR are respectively: 
E-CBR: 89.32%, 81.55%, 79.22%, 79.62% and 73.5%, CBR: 79%, 80.08%, 77.33%, 
71.62% and 76.57%). 
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Fig. 2. Mean balanced accuracy rates of C4.5 using CBR and E-CBR, three MD mechanisms, and 
nine MD percentages. 
 

 
Fig. 3. Mean balanced accuracy rates of KNN using CBR and E-CBR, three MD mechanisms, and 
nine MD percentages. 

 
Fig. 4. Mean balanced accuracy rates of SVM using CBR and E-CBR, three MD mechanisms, and 
nine MD percentages. 

 

 
Fig. 5. Mean balanced accuracy rates of RF using CBR and E-CBR, three MD mechanisms, and 
nine MD percentages. 
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Fig. 6. Mean balanced accuracy rates of MLP using CBR and E-CBR, three MD mechanisms, and 
nine MD percentages. 
 

To sum up the findings of RQ1, we conclude that: 
 

1. The MD percentage influences negatively the balanced accuracy rates of the classifiers. 
As long as the MD percentage increases the balanced accuracy rate decreases; which 
could be due to the fact that the more the dataset contains MD, the more the classifica-
tion results are biased. For instance, imputing 10% of MD is more reliable due to the 
remaining large sample of instances, unlike imputing 90% of MD that can bias the 
dataset [23]. 

2. The use of E-CBR enhanced the balanced accuracy rate of the five classifiers compared 
to CBR, regardless the missingness mechanism and the MD percentage. This can be 
explained by the fact that using ensemble imputation permits to use the power of each 
single imputer, and employs it to enhance the overall performance of the proposed 
method [24]. 

3. In general, MCAR presents the highest balanced accuracy rates. This mechanism is 
influenced by the randomness, since the MD are induced randomly. Moreover, NMAR 
presented slightly better results than MAR which is due to the fact that MD are related 
to the observed variables. 

 
3.2 RQ2: Is there any combinations of MD techniques and classifiers which perform 
better than other? Do these combinations depend on the type of MD? 

This section compares the mean balanced accuracy rates of the five classifiers C4.5, 
KNN, RF, SVM and MLP, using CBR/E-CBR, three MD mechanisms, and nine MD per-
centages. The aim is to investigate if there is a suitable combination of classifier/MD tech-
nique/MD mechanism to use for breast cancer classification. Fig. 7 shows the mean bal-
anced accuracy values of each classifier using CBR/E-CBR, three MD mechanisms. There-
after, we used the Wilcoxon and Holm-Bonferroni statistical t-tests in order to evaluate the 
significance of the differences in the balanced accuracy results: 

The combination of RF with E-CBR achieved the highest mean balanced accuracy 
rates regardless the MD mechanism and MD percentage (In average, the balanced accuracy 
rates obtained with E-CBR under MCAR are: for RF 89.72%, for KNN 82.59%, for C4.5 
81.23%, for SVM 80.73% and for MLP 78.85%). Wilcoxon and Bonferroni tests confirm 
that RF significantly outperformed the other classifiers (for RF with E-CBR under MCAR, 
C4.5 with E-CBR: p() = 0.008/p() = 0.0166, CBR: p() = 0.008/p() = 0.025; SVM 
with E-CBR: p() = 0.008/p() = 0.0125, CBR: p() = 0.008/p() = 0.0166; KNN with  
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E-CBR: p() = 0.008/p() = 0.0125, CBR: p() = 0.008/p() = 0.0166; and MLP with  
E-CBR: p() = 0.008/p() = 0.025, CBR: p() = 0.007/ p() = 0.0125). Moreover, RF   
combined with CBR outperformed MLP using E-CBR under MCAR, and C4.5 under 
MAR regardless MD percentage (In average, the mean balanced accuracy rates obtained: 
under MCAR using RF with CBR and MLP with E-CBR were respectively: 79.72%, 
78.85%; under MAR using RF with CBR and C4.5 with E-CBR were respectively: 77.80%, 
75.49%). The differences were statistically significant (for MLP with E-CBR under 
MCAR: p() = 0.015/p() = 0.05; for C4.5 with E-CBR under MAR: p() = 0.008/p() = 

0.025). 
The combination KNN with E-CBR comes next and outperformed C4.5, SVM and 

MLP regardless the MD percentage and mechanism (under MCAR the balanced accuracy 
rates obtained in average are: for KNN with E-CBR: 82.59%, for C4.5: 81.23% with E-
CBR and 77.63% with CBR, for SVM: 80.73% with E-CBR and 79.35% with CBR, for 
MLP 78.85% with E-CBR and 73.59% with CBR). Moreover, when using CBR, KNN 
achieved better results than RF, SVM, C4.5 and MLP under MCAR and MAR regardless 
MD percentages (the mean balanced accuracy rates in average under MCAR are: for KNN: 
81.20%, for C4.5: 77.63%, for RF 79.72%, for SVM: 79.35% and for MLP: 73.59%; under 
MAR: for KNN: 78.47%, for C4.5: 72.88%, for RF 77.80%, for SVM: 77.55% and for 
MLP: 72.27%). The results are statistically confirmed using the Wilcoxon and Holm-Bon-
ferroni tests (under MCAR: KNN significantly outperformed SVM, C4.5 and MLP using 
either E-CBR or CBR: for C4.5, E-CBR: p() = 0.021/p() = 0.025, CBR: p() = 0.008/ 
p() = 0.0166; for SVM, E-CBR: p() = 0.008/ p() = 0.0125, CBR: p() = 0.008/p() = 

0.025; and for MLP, E-CBR: p() = 0.008/p() = 0.0125, CBR: p() = 0.008/p() = 0.05). 
However, under MCAR, KNN with CBR showed better results than SVM, MLP with E-
CBR regardless the MD percentage (the mean balanced accuracy rates obtained in average 
for KNN with CBR and SVM, MLP with E-CBR are respectively: under MCAR: 81.20%, 
80.73%, and 78.85%). While, under MAR KNN with CBR showed better results than MLP 
and C4.5 with E-CBR regardless the MD percentage (In average the mean balanced accu-
racy rates obtained under MAR for KNN with CBR and C4.5 and MLP with E-CBR are 
respectively: 78.47%,75.49 and 77.09%%), these results are confirmed by the Wilcoxon 
and Holm-Bonferroni statistic tests (under MCAR: C4.5: p() = 0.008/ p() = 0.0125, 
SVM: p() = 0.008/p() = 0.0166, MLP: p() = 0.008/p() = 0.0166; under MAR: C4.5: 
p() = 0.008/p() = 0.0025, SVM: p() = 0.008/p() = 0.0166, MLP: p() = 0.008/p() = 

0.0166).  
The combination C4.5 with E-CBR showed better results than SVM and MLP under 

MCAR using E-CBR regardless the MD percentage (under MCAR the mean balanced ac-
curacy rates achieved by C4.5, SVM and MLP using E-CBR in average are respectively: 
81.23%, 80.74% and 78.52%). These results were confirmed by the Wilcoxon and Holm-
Bonferroni statistical tests (Under MCAR: for SVM: p() = 0.086/p() = 0.05 and for MLP: 
p() = 0.0086/p() = 0.0166). Moreover, under MAR, MLP outperformed C4.5 regardless 
the MD percentage (In average, the mean balanced accuracy rates obtained by MLP and 
C4.5 under MAR are: with E-CBR: 77.09%and 75.49%. While under NMAR, MLP out-
performed C4.5 and SVM regardless the MD percentage (In average, the mean balanced 
accuracy rates obtained by MLP, C4.5 and SVM under NMAR are respectively: with E-
CBR: 80%, 78.011% and 79.35%; with CBR: 79.35%, 74.68% and 77.95%). These results 
were confirmed by the Wilcoxon and Holm-Bonferroni statistical tests (under MAR: for 
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C4.5 p() = 0.028/p() = 0.025, for SVM: p() = 0.066/p() = 0.025; under NMAR: for 
MLP p() = 0.004/p() = 0.0166, for SVM: p() = 0.004/p() = 0.025). 

The combination SVM with either E-CBR or CBR achieved better results than MLP 
under MCAR regardless the MD percentage (Under MCAR, the mean balanced accuracy 
rates achieved by SVM and MLP in average are respectively: with E-CBR: 80.73% and 
78.85%, with CBR: 79.35% and 73.59%). These results were confirmed statistically by the 
Wilcoxon and Holm-Bonferroni statistical tests (under MCAR: p() = 0.008/p() = 0.025 
with CBR and p() = 0.008/p() = 0.0125 with E-CBR). While under MAR and NMAR, 
SVM outperformed C4.5 regardless the MD percentage (the mean balanced accuracy rates 
obtained by SVM and C4.in average under MAR are respectively: 78.52% and 75.49% 
with E-CBR; 77.55% and 72.88% with CBR). These results were confirmed by the Wil-
coxon and Holm-Bonferroni statistical tests (p() = 0.008/p() = 0.05 with CBR and p() 

= 0.008/p() = 0.0125 with E-CBR). 
According to Figs. 2-7, we summarize the findings of the RQs 1-2 as follow: 
 

1. The RF classifier with E-CBR achieved the highest balanced accuracy rates regardless 
the MD mechanism, followed by KNN with E-CBR compared to SVM and C4.5 with 
E-CBR. This may be explained by the fact that using both ensembles in imputation and 
classification may achieve better results, since RF is an ensemble of DTs. 

2. RF with CBR achieved better results than other classifiers with E-CBR. For instance, 
RF with CBR outperformed C4.5 with E-CBR under MCAR, MLP with E-CBR under 
MAR regardless the MD percentage. 

3. In general, all classifiers tolerate higher percentages of MD when using both E-CBR 
and CBR, and it still yields acceptable balanced accuracy rates even if the percentage 
of MD is high.  

4. It’s noteworthy that in general MLP using CBR achieved the lowest balanced accuracy 
rate under MCAR and MAR regardless the MD percentage, while C4.5 using CBR 
achieved the lowest results under NMAR. 
 

 
Fig. 7. Mean balanced accuracy rates of C4.5/KNN/RF/SVM/MLP using CBR and E-CBR, three 
MD mechanisms, and nine MD percentages. 

4. CONCLUSION AND FUTURE WORK 

This study aimed to evaluate the impact of CBR based ensemble imputation of MD 
on the performances of five classifiers: C4.5, KNN, RF, SVM and MLP over two breast 
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cancer datasets. The performance of each classifier was evaluated in terms of the balanced 
accuracy criterion using three MD mechanisms (MCAR, MAR and NMAR) with nine per-
centages (from 10% to 90%). Thereafter, we compared the ensemble based CBR imputa-
tion with a single CBR using GS. The findings proved that the classification performance 
achieved when using the E-CBR technique outperformed the performance with CBR for 
the five classifiers. Therefore, we can conclude that the use of ensemble imputation instead 
of GS single imputation improved significantly the accuracy of BC classification regard-
less the MD mechanism and percentage. Moreover, RF using E-CBR yield to better accu-
racy rates compared to the other classifiers regardless the MD mechanism and percentage.  

Ongoing research intends to investigate other imputation ensembles: homogenous 
and heterogeneous based on other single imputers such as SVM and DTs.  
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