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The emphasizes on nature-inspired meta-heuristic techniques such as cat swarm op-

timization (CSO) and particle swarm optimization (PSO) for identifying the election of the 
optimal location sector head (SH) and invoking rapid communication is studied in the pa-
per. The aim of this study is to use the intelligence of the behaviour of cats to solve the 
chain-based sectoring (partitioning) problem associated with a Nondeterministic Polyno-
mial (NP) hard block. Here, a unique chain-based energy-efficient reliable sectoring 
scheme (EERSS) is proposed for electing an optimal number of SHs and is implemented 
for increasing the reliability of a network. The uniqueness of the proposed EERSS is the 
consideration of factors such as the receiving signal strength identification (RSSI) value, 
one hop away nodes from a sink, Euclidean distance, remaining energy, neighbour table, 
and distance between the SH node and the sink while electing a node as an SH. The CSO 
algorithm is applied to the sectoring scheme for obtaining the optimal number and location 
of the elected SHs. The unique CSO-based sectoring scheme results are compared with 
those of well-known optimization technique like PSO. The simulation results show that 
the CSO-based EERSS provides improved reliability, by consuming less energy and time 
when compared to the existing chain-based clustering schemes such as the original EERSS, 
PEGASIS (Power-Efficient Gathering in Sensor Information System) and PSO-based 
EERSS.       
 
Keywords: static sectoring scheme, cat swarm optimization, packet delivery ratio, energy 
consumption, end to end delay 
 
 

1. INTRODUCTION 
 

Currently, applications like vehicle tracking system, gas detection system, movement 
detection system, etc. are in need of using sensor nodes. A sensor node is an entity used to 
sense the physical phenomenon of a network. The phenomenon can be temperature, pres-
sure, humidity, body sensed values, gas, and soil. A sensor network is useful in numerous 
applications because of its highlighted features like its size, power, cost, simplicity, fast 
transmission, and broadcasting [1]. It is widely used in applications in health, home utilities, 
military, and industries. The most challenging part of a Wireless Sensor Network (WSN) 
used for research is its battery life or power consumption. To perform fast transmission of 
data with low energy consumption the networking schemes engaged cluster based working 
principles.  

Clustering is defined as the grouping of some sensor nodes which are under the range 
or area of each other. Clustering can be performed using different strategies and different 
algorithms [18]. Various block-based, chain-based, tree-based, and grid-based clustering 
algorithms (CA) are used for grouping a given sensor network into different groups or 
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clusters and thereby enhancing the performance. Block-based CA such as low-energy ada- 
ptive clustering-based hierarchy (LEACH) [21], hybrid energy-efficient distributed clus-
tering (HEED) [22], and chain-based CA like power-efficient gathering in sensor infor-
mation system (PEGASIS) [23] are proposed & proven to be effective methods for saving 
energy consumption during communication. The limitations of such conventional or clas-
sical algorithms are improved with some advanced algorithms such as energy-efficient hi-
erarchical clustering (EEHC) [24], and energy-efficient low-energy adaptive clustering-
based hierarchy (EE-LEACH). Another method to perform clustering is the use of a heu-
ristic algorithm to select the cluster head (CH) optimally, as in the case of algorithms such 
as hyper hybrid clustering algorithm (HHCA), heuristic algorithm for clustering hierarchy 
(HACH) [25], and linked cluster algorithm (LCA). To extend this, there also exist some 
meta-heuristic and swarm intelligent (SI) algorithms that prove that the elected CH is lo-
cated optimally and also use renowned optimization algorithms for finding the best CH e.g. 
PSO, CSO, and ACO (ant colony optimization). All optimization algorithms consider three 
parameters for electing CH such as maximum energy, short distance, and maximum node 
coverage. However, the selection of the optimal number of CHs in any clustering algorithm 
is an NP-hard problem [9] as it cannot aggregate the data by saving the energy consumption 
in polynomial time. Various optimization problems are also NP-complete; hence, they are 
difficult to solve. A perfect cluster is created when the parameters needed for clustering 
such as cluster size, delivery ratio, energy level and number of clusters are also optimized. 
These optimization algorithms (OAs) come with its own fitness function to find optimal 
CH selection where in those fitness functions satisfy the basic requirement for finding CH 
like energy, distance, and coverage. 

The motivation behind the implementation of EERSS is optimal selection of nodes as 
a Sector Head (SH). The existing clustering approaches do not consider the distance be-
tween CH and sink node (SN) during the election CH. The other limitations such as redun-
dant data transmission, unbalanced distribution of node density into a cluster are also not 
considered in the existing schemes. The contribution is to perform selection of SH using 
EERSS which considers the current energy level of the node, RSSI value of each node, 
distance between the one hop away node to SN, broadcast initiated path discovery (PD) & 
path selection (PS) in routing table and threshold-based election of SH in each iteration. 
Here, the EERSS which is deterministic algorithm for SH election is used as election of 
CH in each round consumes more energy and time in existing protocols. 

The paper presents a novel approach for solving the optimal clustering problem using 
the CSO algorithm. The paper is organized as follows. Section 2 presents the description 
of the various optimization techniques used for comparative analysis. Section 3 explains 
the detail of the working of CSO technique in two scenarios. Section 4 presents a proposed 
clustering strategy called the sectoring scheme (EERSS). Section 5 describes the imple-
mentation of the proposed sectoring scheme using the CSO algorithm to show that the 
elected number of SHs is optimal. Section 6 discusses the results analysis of the proposed 
work in comparison with the existing works. Finally, the sections are concluded with a 
conclusion discussed. 

2. OPTIMIZATION TECHNIQUES 

The process to apply optimization technique on any problem will be returning the best 
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or optimal solution to that problem. A swarm is a group of some wing insects. The combi-
nation of a swarm and optimization provides a result by applying some strategies to a group 
of insects, observing their behaviour, and determining the best solution. The most recent 
technique of optimization is observing the behaviour of nature-inspired resources [7] (i.e. 
nature-inspired Swarm Intelligence (SI) algorithms). SI based algorithms, nature-inspired 
algorithms, and bio-inspired algorithms are a part of each other, as shown in Fig. 1. Dif-
ferent optimization techniques [15, 17] are used by introducing various innovations. Fig. 
2 shows the different types of optimization techniques. They are evolutionary algorithms, 
bio-inspired algorithms, physic and chemical algorithms, swarm-based algorithms, hu-
man-based algorithms, and nature-inspired algorithms. 

 

 
Fig. 1. Swarm optimization algorithms. 

 

 
Fig. 2. Taxonomy of optimization techniques. 

 

Table 1 describes the various types of OAs and the behavior of nature-inspired 
phenomenon. Each OA has its own characteristics that are used to solve a given problem 
and depending on this problem the algorithm may perform better than the other. In EERSS, 
the problem is to find the best node as SH from a pool of one hop away sensor nodes. The 
nodes need to be in sleep mode when event has not occurred. After the occurrence of the 
event, nodes come to the live mode and initiate or take part in the transmission. The 
parameters used for implementation of EERSS are explained in Section 1. It would be 
efficient to select an SH to whom a quick communication happens with path discovery 
and path selection. To satisfy the above parameters the OAs being used, PSO is one of the 
well-known OA, it is based on a stochastic optimization technique (random constraints) 
and works sequentially. PSO takes less memory for execution. It also provides optimized 
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Table 1. Types of swarm optimization algorithm (SOA). 
SOA Ref. Year Author Behaviour of Swarm

Particle 
Swarm 

Optimiza-
tion (PSO) 

12 2009 
Millie 
Pant 
et al. 

It is motivated by the functioning of factual particles as a 
swarm. These particles are moved from place to place for 
searching the space using the particle position and velocity 
to find a local best-known position. 

Ant Col-
ony Opti-
mization 
(ACO) 

14 2010 
V. Selvi 

et al. 

It is motivated by the functioning of factual ants as a 
swarm. The purpose is to obtain the optimal or a good path 
from a graph based on the behaviour of ants, searching a 
path towards the colony.

Cat swarm 
Optimiza-

tion 
(CSO) 

13 2006 
S.-A. Chu 

et al. 

It is motivated by the functioning of factual cats as a 
swarm. The SM & TM of a cat for focusing on a target are 
used to obtain the global optimal position of a cat using 
parameters such as the position, velocity, and fitness func-
tion.

Monkey 
search 

Optimiza-
tion 

(MSO) 

10 2016 
C. E. 
Klein 
et al. 

It is motivated by the functioning of factual monkeys as a 
swarm. It is based on the highland up-hilling process of 
monkeys. It can solve some problems such as the features 
of non-linearity and high dimensionality with a slow junc-
tion rate.

Fish 
swarm 

Optimiza-
tion (FSO) 

11 2002 
X.-L. Li 

et al. 

It is motivated by the functioning of factual fish as a 
swarm. The search is performed inspired by the swimming 
motion of fish. It uses the fish movement for moving to-
wards a positive gradient to take food and gain weight.  

 
CH selection process. The working of PSO is like while selecting a node locally from a 
pool which shows as local best node. After election of node as local best then it works on 
finding node as a global best. It is an ongoing process until the global best node gets elected. 
The PD & PS is happing while finding the node as local best and global best. This is quite 
time consuming and if event does not occur then also process will continue to find best 
node till end. It is difficult to define the initial parameters in PSO and it faces the problem 
of premature convergence. As it takes more time to check each and every possibility to 
become a local and global best node. Because of these reasons it is not suitable to solve 
the EERSS problems. The ACO works on movement of ants in a particular way to reach 
at food. If any obstacle occurs in between the search it changes its path. The main idea 
behind ACO is to find shortest and cheapest path to reach at destination. Here its best nodes 
selection is not based on shortest path. Hence it is not suitable to solve problems of EERSS. 
CSO is optimistic in nature and performs parallel execution; it considers few of the cats 
from pool as a population of cats. It doesn’t consider any random value to initiate the 
working of technique. The initial parameters are their population of cats. The working can 
be considered in two modes such as seeking mode (SM) and tracing mode (TM), where 
initial PD & PS happens in first mode and election of best SH and initiation of packet 
transmissions in second mode. If the event is not occurred for long time the cats goes to 
sleep state in SM. So CSO gives more optimal solution than PSO and ACO because of its 
own SM & TM.  
 

3. CAT SWARM OPTIMIZATION 

     The CSO algorithm [2-6] is divided into two different modes: ‘seeking mode’ and  
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‘tracing mode’. The decision of each cat position is made using some important parameters 
like the fitness function, velocity of each dimension, and fitness value calculated by the 
fitness function in the resolution space. Each cat takes its own flag to represent its mode, 
(i.e. SM & TM). The quantity of the seeking flags and tracing flags is governed by the 
mixture ratio. The mixture ratio characterizes the proportion of the number of TM cats to 
that of the seeking mode cats. CSO offers improved performance by identifying the best 
global solution. The different modes or phases of the CSO algorithm are as follows:  
 
(A) Initial set-up of cat placement: For the operation of CSO [8, 26], initially the scenario 
of how many cats, i.e. the population of cats, is needed to be decided. With the help of this 
population of cats, the CSO algorithm is executed for solving a particular problem. In all 
the iteration of CSO, a predefined number of cats need to be considered, as shown in Fig. 
3. The characteristics assigned to each cat are position, i.e. its N-dimensional space in 
which the cat has to be located, velocity of each cat dimension, the fitness function to place 
the cat in each iteration, and flag to decide the mode of the cat. Finally, after considering 
all these characteristics, the output is provided in terms of the best place or position of one 
of the cats to be seated. The algorithm is executed until it reaches the next best position; 
otherwise it retains the previous one as the best position. 

 
Fig. 3. Locating cats in an N-dimensional space. 

               
Fig. 4. Seeking phase for sleeping or waiting.         Fig. 5. Tracing phase for chasing. 

 

(B) The seeking mode of the CSO algorithm is used to represent the current position or 
condition of a cat. The condition includes sleeping, alive but observing the surrounding, 
and searching for the next residence to transfer to, as illustrated in Fig. 4. This mode works 
with the following four major parameters: Parameter 1: Seeking memory pool (SMP): The 
cats which are searching for the next place need to have an idea about which place is re-
quired to be shifted. The SMP provides an indication about its size for each cat, denoted 
as NSMP with the neighbouring place of the cat. Therefore, as per the requirement and need, 
each cat takes the place from the SMP. Parameter 2: Seeking a range of the selected di-
mension (SRD): It represents a standard value as a range for a cat to select a new place. If 
a particular dimension is selected as a new place, then the difference between the new and 
old places should not be more than the SRD value. Parameter 3: Counts of the dimension 
to change (CDC): In all the iteration the cat can find its new best dimension. The CDC 
represents the value of the quantity of the dimension to be mixed. Here, the default value 
for CDC can be set. Parameter 4: Self-position considering (SPC): The SPC parameter 
represents the current position of each cat. It also directs that the current position of a 
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particular cat will be the new position of a neighbouring cat. To provide a signal for the 
motion of the cat, the SPC initializes a Boolean value flag as true or false, which is repre-
sented as NSPC which is either 0 or 1. If the signal is true then the particular cat sees a new 
neighbouring position; otherwise, it will be assigned a different position. 

The working of SM with these four parameters is explained in the following steps in 
detail: 

 
Step 1: ‘i’ copies of the current position Catt are created, where i = NSMP. If the current 
value of the SPC is true, i.e., NSPC = 1, then i = NSMP  1 is set. It is represented in Eq. (1). 

1
_

if 1

if 0
SMP SPC

i copies
SMP SPC

N N
cat

N N
  

   
    (1) 

Step 2: Here, the copies created in the first step of SM, for each copy randomly NSRD 
percent of the current value and replace the old one. This can be easily represented using 
Eq. (2). 

Pnew = (1  NSRD  r(0,1)  Pcurr)    (2) 
Pcurr = current position of the cat, NSRD = seeking range of a particular dimension, 
Pnew = new position of the cat, r(0,1) = random value that lies between 0 and 1.  

Step 3: The fitness values (NFV) of the entire candidate positions are determined.  
Step 4: If the calculated NFV of all the cats are not equal, then the selecting probability of 
each cat position using Eq. (3) is determined; otherwise, the selecting probability of each 
cat position is set as 1. 

max min

| |
,    where 0

| |
i best

i

FV FV
P i t

FV FV


  


    (3) 

where Pi = probability of the current candidate, catt, FVi = fitness value of catt. 
FVmax = maximum value of the fitness function, FVmin = minimum value of the fitness 
function, FVbest = FVmax for the maximization problem, FVbest = FVmix for the minimi-
zation problem. 

Step 5: Newly created solution is chosen to move and transfer the position of Catt.  
 
(C) Tracing Mode: The tracing mode of the CSO algorithm is shown in Fig. 5. In this mode, 
a cat is trying to reach the target value or place for finding the best position. When a cat 
enters the tracing mode, it travels as per its individual velocity for each dimension. The 
working of the tracing mode of the CSO algorithm is explained using the following steps. 
 
Step 1: The velocities for each dimension v(t,d) are updated using Eq. (4). 

v(r,d) = v(r,d) + r0 + c0  (X(best,d)  X(r,d)), where d = 1, 2, …, N   (4) 

x(best,d) is the position of the cat having the best fitness value, x(t,d) is the position of Catt, c0 
is a constant, and r0 is a random value in the range of (0,1). 
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Step 2: The velocity calculated by Eq. (4) needs to be checked to determine if it is in the 
range of the maximum velocity. However, if the new velocity is beyond the range, then it 
is set equal to the limit. 
Step 3: The position Catt is updated using Eq. (5). 

x(t,d) = x(t,d) + v(t,d)     (5) 

4. ENERGY EFFICIENT RELIABLE SECTORING SCHEME WITH CSO 

A sectoring scheme or method is used to partition a given scenario into a different 
number of sectors. Here, sectoring performs the grouping of sensor nodes into one group 
with suitable characteristics. Initially, the partitioning is performed in the presence of a 
base station (BS) or SN. The BS decides which sensor node can be the SH for a particular 
number of iterations based on some parameters such as the RSSI value, distance, and re-
maining energy of all the one hop away (OHA) nodes. Initially, the BS collects this infor-
mation only from the OHA nodes that form it. A short distance, large RSSI value, and 
more remaining energy must be calculated while selecting the OHA nodes from the sink. 
After the selection, the BS broadcasts a HELLO message to all the sensor networks to 
connect with all the nodes. This HELLO message is always transmitted with either of the 
selected OHA nodes to the network. The sensor nodes in a network, acknowledge the 
HELLO packet with their own information. This reverse communication occurs with either 
of the OHA nodes from the sink. This routing path of communication is to be selected for 
logical sectoring of the network, as shown in Fig. 6. These elected OHA nodes are used as 
the SHs for communication. In this study, the use of the OA is to prove that the elected 
number of SHs and location are optimal in nature.  
 

      
Fig. 6. Scenario of the sectoring scheme in WSN.        Fig. 7. Workflow of the CSOSS. 
 

  For this purpose, one of the best OAs, i.e. CSO, is used for the implementation of 
the sectoring scheme. Fig. 7 shows the working of sectoring scheme with CSO for imple-
mentation. The flowchart of Cat Swarm Optimization with Sectoring Scheme (CSOSS) 
where each step i.e. initial setup, seeking procedure, tracing procedure and event packet 
transmission procedure is shown in Fig. 8. 
 
Step 1: Initial Setup CSOSS 
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Algorithm: Mechanism of Cat Swarm Optimization with Sectoring Scheme (CSOSS) 
Input: pool of sensor nodes presents in a network. 
Output: nodes has greater RSSI value and lesser distance from sink 
1: for all neighbour nodes in network do 
2:  Compute distance of each node from the sink using Eq. (6). 
3:  Compute RSSI values all nodes from the sink using Eq. (7). 
4: end for 
5:  Calculate average distance from the sink using Eq. (8). 
6:  Calculate average RSSI from the sink using Eq. (9). 
7: return the nodes which satisfies condition in Eqs. (8) and (9). 
 

 
Fig. 8. Flowchart of execution of the sectoring scheme using CSO. 
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[(RSSInodei > RSSIavg) && (ED(inode, SINK) < davg)]    (10)    
where 

ED(nodei, SINK(s0,s1)) = Euclidian distance between the sensor node and the sink. 
RSSInodei

 = receiving signal strength identificatory of sensor node i, 
RP = receiving power  
davg = average distance between each one hop away node from the sink to the node 
RSSIavg = average RSSI of each sensor node towards the sink and node. 

 
Step 2: Seeking Mode for broadcasting a message  
Step 2: Seeking Procedure 
Input: set of one hop away nodes from sink (N) 
Output: updated neighbour table 
1: for every 3 seconds do 
2:  for all N nodes do 
3:   broadcast HELLO packet with the location and energy. 
4:  end of for 
5: end of for 
6: nodes that are in the range of N nodes accepts the HELLO packet 
7: The neighbour table is maintained. 
8: if the node did not receive the HELLO packet from a neighbour within 3s 
9:    the node entry is removed from the neighbour table. 
10:else the expire time and energy of the neighbour node are updated. 
11:end of if 
 
Step 3: Tracing Mode for SH Selection  

In the original/basic CSO algorithm, the TM is used for finding the best solution as 
per the velocity of the sensor node in every dimension. In this phase of sectoring scheme, 
consider the entire sensor nodes which are one hop away from the SN for the election of 
SH. List out the RSSI value, Euclidian distance, and energy level of each sensor node from 
the SN. Finally, by receiving all these values, the phase will get the sensor nodes which 
are nearer to the SN and that, having more energy level can be elected as an SH. After the 
selection of the SH, the SN broadcasts the message of the selection of the node as an SH 
to all other nodes for the formation of sectors. The downlink communication starts between 
the SN and sensor nodes. Each sensor node uses the shortest path for sending the packet to 
the next node. Once transmission occurs through any of the SH, respective SH transmits a 
reverse reply message which consists of an SH notification for finalizing the sectoring 
range, Rs. At this point, each sensor node considers the Rmax values i.e. maximum trans-
mission range. With the help of this, logical angles are drawn for each SH, for transmission. 
Further, the selection of probable SHs is done. 
 
Step 3: Tracing Procedure 
Input: neighbour table with energy, distance and RSSI value of nodes. 
Output: set of elected SHs. 
1: if node_energy  threshold_value 
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2:  node = Invalid.  
3: else for all valid nodes do 
4: if node value  the average distance, RSSI & energy (using Eq. (10)) 
5:  node = SH 
6:  store Rs value of elected SH. 
7: else node can’t be sector head. 
8: while (Position of SH = X_best) 
9: end of for 
10:  end of if 
11: end of if 
12: sector formation using stored path. 
13: perform data transformation once event occurred through elected SH. 
14: if SH_energy  threshold_energy 
15:  SH = invalid 
16: goto 3 
17: end of it 
 
Step 4: Event packet transmission procedure  

Initially, all the sensor nodes are in a sleep mode. Once the event occurs for a partic-
ular sector it activates the entire sector nodes from it. To perform this, activate the variable 
RadioON and then start transmission between them. Finally, SH aggregates the packets sent 
by the event occurred node and sends it to the sink for the next action. The working of the 
implementation of the CSOSS is represented in Fig. 9. Each round consists the updated 
neighbouring table information in seeking procedure; in tracing procedure, the SH is se-
lected with the formation of the sector, and in the event packet transmission procedure, 
transmission of data from the sensor node to SH and from SH to sink is performed. 
 

 
Fig. 9. One round procedure of the sectoring scheme using the CSO technique. 

5. FORMATION OF OBJECTIVE FUNCTION 

The objective function of a network is defined to set a target value with some prede-
fined situation and parameters. Alternatively, we can also call the objective function as a 
fitness function (FF) of a network to represent our proposed network at a glance. The re-
lationship of a desired output and FFs are closely related to each other. In short, FF repre-
senting the proposed network model is giving the best or optimal solution in particular 
circumstances. The objective function is used to represent the proposed model mathemat-
ically, to prove that the selection of parameters is optimal or best. In a proposed sectoring 
scheme, position of SH is one hop away from sink i.e. one level communication occurs. 
Similarly, the position of SH and SN is multi-hop i.e. multi-level communication takes 
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place. The selection of SH in each iteration with optimality is not an easy task. To select 
an optimal SH, the FF is proposed in this section. In each iteration, the location of each SH 
is not defined. The location of SH is one-hop away from the SN. The selected SH using 
fitness function is of less distance SN, having more receiving strength for transmission, 
and having more residual energy to survive in a network. Here, we have proposed a fitness 
function of sectoring scheme using a CSO. fobj gives how the fitness value is calculated as 
shown in Fig. 10 and calculated using Eq. (11). The fitness function is derived for achiev-
ing multiple objectives like more reliability, less delay and low energy consumption. The 
aim of fobj is to optimize these parameters simultaneously. For this purpose, the objectives 
can be defined to solve multi-objective problem [27-30] of network. The f1, f2, and f3 are 
three subfunctions used to measure distance, RSSI value, and energy consumption, respec-
tively are mathematically formulated Eqs. (12)-(14). Using f1, the network will find the 
distance using Euclidean formula of each node from the SN. By minimizing f1 we will get 
the sensor nodes that are nearer to the SN. f2 gives a sensor node that has the highest 
strength of the received signal for the transmission of data. f3 provides a sensor node which 
is having more residual energy to transmit the data.  

 

 
Fig. 10. Fitness function as a function of the number of rounds.  

fobj = c  (f1 + f2) + (1  c)  f3    (11) 
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  
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Where, ED(nodei, SINK(s0,s1)) = Euclidean distance of ith node to SN 
RSSInodei

 = received signal strength indicator of ith node 
Eresi

 = residual energy of ith node, EresSH
 = current energy level of SH 

c = a constant value showing involvement of it to an objective function 
ith node = All one hop away nodes from sink  
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6. PERFORMANCE EVALUATION 

6.1 Simulation Parameters  
 
The simulation of the EERSS algorithm is conducted and analysed in Network Sim-

ulator-2 (NS-2) [19-20]. Similar to EERSS, PEGASIS, PSO-based SS (PSO-EERSS), and 
CSO-based SS (CSO-EERSS) are implemented and the simulation results are observed. 
The scenario considers the network population as 100, reporting rate as 10 pkt/s and packet 
size as 50 bytes. 

  The comparison of basic sectoring scheme simulation results is done with the imple-
mentation of SSS with two OAs like PSO and CSO using packet delivery ratio (PDR), en-
ergy consumption, and an end to end delay. The packet delivery ratio is measured using the 
number of packets received with the number of packets sent towards the network. PDR is an 
important factor to analyse the reliability of the network. Packets are lost because of the size 
of the buffer or if any congestion occurs in a network. The formula for calculation of PDR 
is shown in Eq. (15). Another parameter used for analysing the performance is the energy 
consumption of a sensor node. The total number of energies utilized for communication is 
to be measured using Eq. (16). A sensor node utilizing less energy for transmission and 
receiving of the packet is to be considered as a perfect network partitioning. It is the differ-
ence between the current energy level and the initial energy level of a sensor node. Eq. (17) 
represents the average end to end (E2E) delay required during transmission of a packet from 
the sender to receiver. It considers the successfully received packet at the destination. E2E 
delay is measured as the time required for successfully sending and receiving the packet at 
the destination. 
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Energy Consumption = Current Energy Level  Initial Energy Level    (16) 
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Here in these equations, n is a total number of sensor nodes that participated during 
the transmission of a packet from source to destination. The results are calculated using a 
chain based partitioning algorithm (EERSS), compared with the existing chain-based clus-
tering protocol (PEGASIS), and provides the best OA used for getting an optimal solution 
in iteration (PSO & CSO). Basic EERSS is implemented using PSO and CSO techniques.  
 
6.2 Simulation Results 

 
6.2.1 Analysis of energy consumption  
   

Fig. 11 (a) shows the analysis of energy consumptions with respect to the simulation 
time (ST). It has been observed that when packet transmission each protocol takes more 
energy as there is a change in ST. The energy required for transmission and receiving a 
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packet along with communication needs more energy for PEGASIS than EERSS protocol 
because PEGASIS performs election of CH on random constraints wherever in a chain, 
the PS &PD doesn’t work well in it. Whereas in EERSS, takes lesser energy because of 
the sector selection which helps to select SH who has less distance from sink and having 
more energy than threshold. And if any sector has come below the threshold energy then 
it automatically switches to other SHs. PSO based EERSS takes lesser than EERSS be-
cause of optimization applied on selection of best nodes locally and globally. Finally, CSO 
based EERSS takes as least energy as in SM the nodes take rest before occurrence of event.  

 
6.2.2 Analysis of packet delivery ratio 
 
  Fig. 11 (b) shows the analysis of the PDR with respect to the ST. The PDR is ana-
lysed for a provided sensor network. CSO based EERSS protocol provides approximately 
97% of reliability. Increase in 5% of packet delivery ratio as compared to the other three 
routing protocols. In CSO based EERSS, the larger number of packets getting transferred 
as routing path was decided initially for transmission. This algorithm starts the transmis-
sion of packets when PD & PS is completed. The neighbour table and routing table updated 
in SM of algorithm. So redefine path with best nodes and SH gives better PDR than other 
three protocols. As power consumption is less in CSOEERSS it helps to improve the life-
time of the network.   
  

 
(a)                                   (b) 

 
(c) 

Fig. 11. (a) Energy consumption as a function of ST; (b) Packet delivery ratio as a function of ST; 
(c) Average end to end delay as a function of ST. 
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6.2.3 Analysis of average end to end delay 
 
  Fig. 11 (c) shows the analysis of E2E delay with respect to the ST. The PD, as well 
as the selection of SHs, are conducted in the initial step of EERSS algorithm, and hence, 
the packets are transmitted to the destination node quickly. The PD & PS maintain the 
updated neighbour and routing table. In CSO based EERSS, the SM preforms broadcasting 
of HELLO packet to the network. This helps to maintain quality path for transmission of 
event generated packets. As predefine route, well-known neighbours, healthy nodes make 
transmission easily. Because of this simulation results shows that CSO based EERSS takes 
less time when compared to the other three protocols during communication. 

7. CONCLUSION 

The optimization models make use of bio-inspired algorithms for getting an optimal 
solution for various problems. These algorithms analyse the behaviour of animals or in-
sects and provide an optimal solution for the problems in real world. CSO is one of the 
appreciated OAs used to predict the finest global solution of an objective function. The 
proposed EERSS designed to overcome many of the limitations of the existing schemes. 
The EERSS algorithm considers the optimal parameters for electing the SHs such as RSSI 
value, distance, energy level etc. which makes it to perform well compared with other 
existing schemes. The scheme always ensures that the communication with sink node hap-
pens in one hop and formation of the sector is a one-time process by selecting or recovering 
the routing path. The performance of the proposed scheme is compared with the existing 
chain-based schemes such as PEGASIS. In addition, the other appreciated OA, PSO is also 
implemented in EERSS algorithm and the performance is analysed. The results analysis 
based on performance metrics such as packet delivery ratio, energy consumption, and av-
erage end to end delay shows that CSO based EERSS outperforms other schemes. The 
results confirm that CSO based EERSS provides better reliability as the packet drops are 
reduced and it also consumes less energy. Moreover, the delay in communication is dras-
tically reduced in the proposed scheme. So, the proposed scheme emphasizes the need of 
multi-objective-based modelling for optimised solution of selecting SH and initiating com-
munication with sink node. More exploration of multi-objective modelling is the future 
scope of the work.  
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