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When high performance computing platforms are widely used for rendering applica-

tion, scheduling of rendering jobs is crucial due to job starvation and resource fragmenta-
tion problems in the existing scheduling strategies. Meanwhile, these strategies rarely 
consider a tradeoff with fairness and performance. Moreover, the traditional task-cen- 
tered assignment method and naïve load balancing strategy cannot make full use of ren-
dering resources. Aiming at solving these issues, an efficient two-level hierarchy job 
scheduling and task dispatching strategy (RF-FD) for cluster rendering system is pro-
posed. Specifically, the reservation-based FirstFit (RF) job scheduling strategy and feed-
back-based tasks distribution (FD) strategy are integrated to obtain the maximization of 
system performance and load balancing. The RF strategy uses the ideology of reservation 
on low-priority jobs to maximize the resources utilization rate when the jobs are blocked. 
And the FD strategy uses feedback of resource usage to choose an appropriate number of 
threads for the renderer and then divides rendering nodes into fine-granularity rendering 
units to balance load distribution. With different evaluation metrics, the experimental re-
sults demonstrate that the proposed strategy outperforms the existing scheduling strate-
gies combining with the fixed threads and naïve load balancing method while guarantee-
ing the fairness. 

 
Keywords: cluster scheduling strategy, tasks assignment, rendering, resource reservation, 
feedback, load balancing 
 
 

1. INTRODUCTION 
 
With the development of high performance computing (HPC), various scientific 

organizations have spent ample budget to carry out research projects using the super-
computers [1]. Currently, people focus on how to manage and use these resources in an 
effective way and what application could be deployed on these HPC platforms. 

Rendering is the process of creating an image from a model by means of computer 
programs and a very complex and time-consuming computation [2]. Due to the inde-
pendence among image frames, intensive computation and massive data access, render-
ing is specifically suitable for the parallel processing in a cluster computing environment. 
A render farm is a cluster of interconnected computers which are employed to rendering 
images in parallel [3]. Because the rendering of frames and tiles is a highly-parallelized 
work by nature, the rendering time can be greatly reduced through the render farm. The 
render farm actually consists of a pool of finite rendering resources under the demands of 
render users. Therefore, there will be a conflict if the user’s requests exceed the availa-
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bility of these resources. 
For a render farm, fulfillment of the demand for all render users and utilizing ade-

quately the tremendous capabilities of rendering systems is of far greater importance. An 
efficient and optimal scheduling of jobs and distribution of resources is urgently needed 
to improve the overall performance of the system [4, 5]. Scheduling jobs in HPC systems 
is always an important issue and various scheduling policies can result in different user 
experiences and resource utilizations. A scheduling process involves assigning resources 
to jobs in specific time intervals such that the capacity of resources should meet jobs’ 
needs and no other jobs access the resources at the same time interval [6, 7]. However, 
due to the dynamic nature of the workloads, the scheduling problem is hard to solve [8]. 

Traditional rendering cluster system usually adopts the priority-based non-preemp- 
tive scheduling policies [9], i.e., the low-priority jobs would be executed after the high- 
priority jobs finish. But the high-priority jobs with more resource demands may delay the 
execution of the following low-priority jobs when the system lacks resources, which 
leads to resource fragmentations [10], decline of resource utilization rates and the exten-
sion of response time.  

FirstFit and BestFit algorithm are known for its capability to promote job response 
time and throughput of the system, but they are unable to handle the job “starvation” 
problem [11] and lead to unfairness. The fairness [12] means that no job is delayed by 
any low-priority jobs. For example, FCFS produces better results with respect to fairness, 
but FCFC is not satisfactory in terms of job queue time, response time and resource uti-
lization. Backfilling [6, 13] was proposed to help improve system utilization and have 
been implemented in most production schedulers [14, 15]. The backfilling policy needs 
the runtime prediction of each job and then the suitable backfilling job will be chosen. A 
user estimation for rendering job executing time may be used, but most of the estima-
tions are incorrect [13] and the less knowledgeable is the user, the more prone is his es-
timates to error [16]. Furthermore, the complexity of frames makes it difficult to predict 
the time, and also the prediction accuracy cannot be guaranteed. 

Additionally, each rendering job with multi frames is divided into a quantity of 
tasks, and these tasks are assigned to the idle resources whose quantity is specified by the 
users. Various dispatching policies for the frames also influence rendering time of the 
single job and load balancing among rendering nodes due to different rendering time of 
the frames. Traditional inter-frame dispatching defines each frame’s rendering as a task, 
and intra-frame dispatching divides each frame to a finer-granularity level. These ren-
dering resources accept tasks and run multi-thread renderers. Although multi-thread can 
accelerate the rendering process, the communication and synchronization among threads 
may lead to poor utilization of resources and low throughput of the system. 

In short, it is not a trivial task to share a render farm among multiple users with high 
efficiency. Although many sophisticated job scheduling techniques have been developed 
to improve the efficiency of systems with multi-user support, most of current approaches 
found in literatures are not directly applicable to render farm and do not consider the 
characteristics of independence among different rendering jobs and the temporal coher-
ence among frames. Therefore, it is significant to design a policy of scheduling rendering 
jobs for promoting system performance and a task assignment method with the objective 
of utility maximization in a rendering farm. 

This work concentrates on optimizing of scheduling and dispatching for rendering 
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jobs at a B/S architecture platform, where all jobs submitted by different users are ini-
tially placed on the management node and then are to be dispatched to the rendering 
nodes which actually execute the calculating. An efficient two-level hierarchy job 
scheduling and task dispatching strategy (RF-FD) for cluster rendering system is pro-
posed. This approach takes into account the stage of rendering job scheduling and task 
dispatching to obtain the maximization of system performance and balancing load dis-
tribution of multi frames. And this work consists of three parts:  
 
(1) A reservation-based FirstFit (RF) job scheduling strategy, called the first level strat-

egy, is presented to achieve optimal scheduling for various rendering jobs with dif-
ferent priorities. The RF strategy ensures that the high-priority rendering jobs will 
not be delayed, i.e., with respect to fairness. And the low-priority jobs can be per-
formed in advance in order to avoid starvation and reduce resource fragmentation in 
traditional scheduling methods.  

(2) A feedback-based task distribution (FD) strategy with consideration of memory limi-
tations and load balancing among cores, called the second level strategy, is presented 
to make better use of frame-to-frame coherence and the relationship between render-
ing time and the number of thread to improve rendering performance.  

(3) Two scene models with different complexity are used, and the effects of rendering 
time reduction for a rendering job and load balancing among cores is verified by the 
comparison with the fixed threads and naïve load balancing method. The effective-
ness of the proposed strategy compared with FCFS and FirstFit combining with the 
fixed-threads and naïve load balancing method in two different situations with dif-
ferent evaluation metrics are also validated. The proposed method outperforms other 
two methods and can increase system resources utilization while maintaining satis-
factory responsive time. 

 
The rest of the work is organized as follows: Section 2 provides a summary of re-

lated works. Then the impacts of the number of rendering threads on the completion time 
and CPU utilization of the multi-frames rendering job are analyzed in Section 3. In Sec-
tion 4, the proposed two-level hierarchy job scheduling and task dispatching strategy 
(RF-FD) is introduced in detail. In Section 5 the universal evaluation metrics are pre-
sented, and the proposed strategy is compared with traditional scheduling approaches by 
the experimental results in Section 6. Section 7 makes a conclusion and suggests a few 
directions for further research. 

2. RELATED WORKS 

2.1 Job Scheduling 

The problem of scheduling jobs in cluster system has instigated researchers to pro-
pose different approaches. The main purpose of job scheduling is to achieve high per-
formance computing and high throughput computing. The former aims at increasing ex-
ecution efficiency and minimizing the execution time of jobs, whereas the latter aims at 
decreasing processor idle time and scheduling a set of various jobs to improve the pro-
cessing capacity of the systems. Job scheduling strategy is a major component for HPC 
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environment, the general concept of job scheduling strategy is to select the resources for 
job submitted and to find the perfect job for available computation resources. These jobs 
may be shuffled in any order or submitting time for giving the priority for jobs. 

Scheduling rendering jobs on a given set of computing resources is a key issue for 
cluster rendering systems. And various scheduling algorithms have been proposed [17, 
18] for the cluster environment and minimizing mean job completion time is an im-
portant objective in both systems and theory literature. To improve the utility of the sys-
tem, Zhou et al. [19] presented a novel and efficient two-phase scheduling method in 
DreamWorks animation’s production environment. Beaudoin et al. [20] addressed the 
problem of distributing rendering computations in the graphics cluster through a novel 
in-frame two-phase load balancing technique with the purpose of making use of the re-
sources effectively.  

Besides, a research direction focuses on providing fair scheduling [21, 22] among 
users in clusters. Backfilling algorithm leverages fairness and performance in a simple 
and efficient manner. But backfilling need the prediction by users or system, sometimes 
the prediction is not precisely, therefore backfilling would suffer from unfairness [15] 
and increase the blocked time of the system. Other job scheduling techniques have been 
designed to reduce the turnaround time and increase utilization in a “fair” environment. 
However, fairness and performance in the cluster rendering system are rarely taken into 
consideration simultaneously. Comparing with the previous works which usually focus 
on one aspect, performance or fairness, the proposed method considers comprehensively 
the fairness and performance. We set the priority for each job to guarantee the fairness, 
the jobs with high priority will be prior to be scheduled. The jobs with low priority will 
be scheduled in advance to avoid the starvation and reduce resource fragmentation when 
the current recourses cannot satisfy the demand of jobs with high priority. In this way, 
the performance will be ensured. And once the resources satisfy the demand of jobs with 
high priority, the jobs with low priority will be paused and release the resources in con-
sideration of fairness. 

2.2 Task Dispatching 

Based on the master-slave architecture, Banino et al. [23] presented a method to 
forecast the amount of tasks each processor needs to dispatch in a given period of time. 
Concentrating on message passing disregarding computation time, the pipelining broad-
cast method [24] is presented. Intuitionally in their implementation, fast processor re-
ceives more tasks in the proportional distribution policy. Tasks are also prior allocated to 
faster slave processors and higher system throughput could be obtained. 

For the past few years, many existing tasks dispatching methods have been pro-
posed for balancing the rendering workload among a number of rendering nodes and 
achieving high throughput for rendering cluster system. Examples of such methods are 
the partitioning scheme based on rendering time of the previous frame [25], the dynamic 
feedback based on results of the former frame task assignment method to handle the var-
iation of rendering frames [26], the dynamic task distribution algorithm based on pre-
dicting rendering load distribution among the screen space [27], the fair workload divi-
sion method based on binary swap and direct send compositing schemes [28], task as-
signment method based on the critical path lengths of jobs [29], the hierarchy tasks sub-
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division method which takes advantage of temporal parallelism among frame sequences 
and spatial parallelism inside the single frame to achieve flexible fine grain tasks distri-
bution [30], task assignment strategy through intelligently bidding for a pending work 
from each rendering agent [31], and so on. 

However, these task-centered methods would not make significant contributions to 
system performance, which means these methods may bring extra overhead, and are not 
suitable for the case that the complexity of each part in the scene is not known in advance. 
To reduce the complexity of the assignment method, we set a fixed task granularity and 
explore to improve the system performance by optimizing the resource distribution. 

Although there are very few resource-centered tasks dispatching methods designed 
for rendering cluster system, the importance of resource allocation [32-34] has been tes-
tified by many research works in other areas. For example, Maggio et al. [33] explores to 
optimize the resource allocation to consume less power while meeting performance re-
quirement and Warneke and Kao [34] dynamically allocates different computing re-
sources from a cloud to maximize the system throughput and resource utilization. Most 
traditional resource management techniques are based on a priori characterizations of the 
expected workload, statically allocate the constant resources and are independent of the 
current resource needs.  

Maggio et al. [35] have introduced a control-theoretical CPU allocation method 
with feedback control to distribute computing units to running applications in a mul-
ti-application multicore environment. To rescale the number of cores assigned to each 
application when the demand is not feasible, multiple solutions like fair distribution, 
weighted distribution, priority distribution, core sharing and centroid anti-windup are 
sketched. Unfortunately, there are three main issues related to this method and therefore 
it cannot be applied to rendering cluster system directly. 
 
(1) Control-theoretical CPU allocation method ignores the memory limitation when mul-

tiple applications are running simultaneously. As such, for multiple highly memory- 
intensive rendering applications, the overall performance will be poor due to the bot-
tleneck on the memory side. 

(2) The number of applications in the control-theoretical CPU allocation method is inde-
pendent of the number of cores assigned to each application. Unfortunately, a rendering 
job can be divided into several sub-jobs by the number of frames and computing units, 
thus the number of instances of the application cannot be known in advance. 

(3) The anti-windup mechanism rescales the number of assigned cores to each applica-
tion according to the application’s performance levels and goals. However, each 
rendering sub-job cannot express its goals because these sub-jobs work together to 
achieve a desired performance level for the entire rendering job in the form of a de-
sired frame rate. 
 
Comparing with the previous works on task dispatching and the above disadvantages 

on CPU allocation method, the proposed method uses the scene geometry in the view frus-
tum for better segmentation of shots, and then chooses the key frames to pre-render. And 
the appropriate number of threads will be determined under the limiting condition of total 
memory capacity and the number of cores in CPU according to the feedback of memory 
usage information. In this way, the multi-core resource can be utilized sufficiently to speed 
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up the rendering process of serial frames in a job. In the meantime, the proposed task dis-
patching method under the consideration of frame-to-frame coherence reduces rendering 
time difference of frames and balances the workload among rendering units, which brings 
the better improvement for system throughput and performance. 

3. ANALYZING OF RELATIONSHIP BETWEEN RENDERING TIME 
AND THREAD 

The inter-frame scheduling is opted, which means a frame is the smallest unit of as-
signing and the rendering request of one frame is defined as a task. This section will an-
alyze the relationship between rendering time and the number of thread, and describe a 
new tasks assignment problem in order to make better use of this relationship to improve 
rendering performance. 

Considering the multi-core friendly render, such as Arnold, we make full use of the 
advantage of multi-core and use the whole cores in CPU to render multiple frames in a 
job. The multi threads will significantly speedup the render process and reduce the ren-
dering time. When receiving a request to render multiple frames, current renderers like 
Maya and Blender, which are less multi-core friendly, will use multiple threads to render 
each frame in proper order. However, these renderers could not give Nx speedup where 
N is the number of threads because much effort is wasted in communicating and syn-
chronization. For example, when there’re lots of rather complex objects which depends 
on the same rig and one is editing the rig, objects will be updated in separate threads as 
well. To support this claim, a simple scene including 123 frames is chosen for test, of 
which a 32-frames sub-job is rendered by Blender with different number of threads from 
1 to 8 on an 8-cores rendering node. Table 1 shows the relationship between rendering 
time and the number of threads.  

As shown in Table 1, instead of 8x faster with 8 threads, the speed-up is only 3.07x 
faster which means poor efficiency of multiple cores and more money users will spend. 
Meanwhile, we find that the memory during rendering is almost the same with different 
thread, in this work, we suppose that the memory of a frame is the same with different 
number of thread. 

 
Table 1. Speedup for different thread numbers. 
Threads Rendering time Speedup

1 43 minutes 28 seconds 1x 
2 26 minutes 19 seconds 1.65x 
3 21 minutes 13 seconds 2.05x 
4 18 minutes 11 seconds 2.39x 
5 16 minutes 10 seconds 2.69x 
6 15 minutes  9 seconds 2.87x 
7 14 minutes 44 seconds 2.95x 
8 14 minutes 10 seconds 3.07x 

 
In order to fully take advantage of multiple cores and improve system throughput, 

we divide this 32-frames rendering sub-job into 8 sub-jobs of 4 frames per sub-job and 
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start 8 single-threaded blender instances to render them on the same rendering node 
concurrently. The latest sub-job completion time is taken as the final and 7 minutes are 
spent on rendering the whole job which means 6.14x faster with 8 cores. Actually, if 
more effort is put into load balancing, the effect would be even better. Fig. 1 shows the 
CPU utilization and free memory space during the execution of 8 single-threaded sub- 
jobs and single eight-threaded sub-job. From the plots, it can be seen that more CPUs are 
taken and less free memory is left when running 8 single-threaded sub-jobs. Of course, 
after 8 minutes, running an eight-threaded sub-job will take more resources because 8 
single-threaded sub-jobs have already finished.  

However, there are not all rendering jobs which can improve speedup through this 
method because of memory limitations. When rendering complex scenes, the memory re-
quirement is extremely high. Although increasing swap file space used by the OS would 
make renderer continue working, the time used for memory swapping is really expensive, 
which will make rendering multiple single-threaded sub-jobs not worth the candle. 

 

    
(a) CPU utilization                           (b) Free memory 

Fig. 1. CPU utilization and free memory during the execution of 8 single-threaded sub-jobs and an 
eight-threaded sub-job. 

 
Therefore, in order to deal with masses of rendering jobs, maximize the resource 

utilization and reduce the waiting time of user’s jobs, the proposed strategy tends to 
avoid the problem of job starvation and reduce resource fragmentations. Meanwhile, it 
takes memory limitation and load balancing among cores into consideration and simpli-
fies the control process which benefits from frame-to-frame coherence to maximize sys-
tem throughput. In next section, the proposed strategy in detail will be introduced. 

4. THE TWO-LEVEL HIERARCHY JOB SCHEDULING AND TASK 
DISPATCHING STRATEGY 

This section presents the two-level hierarchy job scheduling and task dispatching 
strategy (RF-FD) which is composed by two main components: the reservation-based 
FirstFit (RF) job scheduling strategy and the feedback-based task distribution (FD) 
strategy. When a running rendering job is finished or a new rendering job is submitted, 
RF-FD strategy will try to schedule the coming rendering jobs according to their priori-
ties. The RF strategy avoids starvation, reduces resource fragmentations and also guar-
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antees the fairness, especially when the idle resources are not sufficient for the highest 
priority job in the queue. And the FD strategy chooses an appropriate number of threads 
for renderer and assigns tasks to processors as evenly as possible.  

4.1 The Reservation-Based Firstfit (RF) Strategy 

On the basis of the above analysis, to better utilize the capabilities of rendering sys-
tems and schedule the rendering jobs, a reservation based FirstFit (RF) job scheduling 
strategy is proposed to achieve optimal scheduling of rendering jobs. The rendering re-
sources and a set of jobs along with a set of frames are given. Each rendering node is 
homogeneous and each CPU has a limited memory. And each job can be scheduled to 
rendering nodes if the job’s constraints (i.e., number of CPUs) are fulfilled, i.e., the start 
of a rendering job needs to meet the demand of enough CPUs due to the deadline and fee 
paid by users. To describe the proposed strategy, there are some definitions as follows. 
 
Definition 1: Fill-in job, if the job is executed ahead of the jobs which have higher pri-
ority in the queue awaiting scheduling, then this job is called a fill-in job. 
 
Definition 2: Reservation CPU, the CPU allocated to fill-in job. 

 
According to the characteristic of rendering application, i.e. the rendering jobs usually 

include a quantity of independent frames, in the RF strategy the priority and preemption is 
used to guarantee that any jobs could not delay the jobs with the higher priority than them, 
i.e., the fairness is insured. The basic idea of this RF strategy is as follows. In the procedure 
of scheduling, the jobs will be sorted with the order from high to low by priority in the 
awaiting scheduling queue. If the idle resources can meet the demand of job waiting for 
scheduling, the resources will be distributed to this job. Otherwise, when the number of idle 
CPUs plus reservation CPUs can meet the demand, the appropriate fill-in jobs will be se-
lected and paused. Then the state of corresponding reservation CPUs becomes to free and 
the job awaiting scheduling is to be executed. If the idle CPUs and reservation CPUs cannot 
meet the demand, the next job awaiting scheduling will be selected for scheduling. Moreo-
ver, when the current job obtains idle resources, the FD strategy is employed to allocate the 
frames with the purpose of choosing the proper number of threads and balancing the work-
load among cores. In this way, the strategy ensures that the jobs with high priority have not 
been delayed and the jobs with low priority will utilize the resource gap after the high-pri- 
ority jobs reserve rendering resources. 

The procedure of selecting jobs paused is as follows. 1) sort the fill-in jobs (in inter-
polationJoblist) executed on the reservation CPUs with the order from low to high in prior-
ity, traverse the fill-in jobs and calculate the total number of CPUs used by these jobs. If the 
total number of CPUs is larger than or equal to the number of CPUs required for a render-
ing job, stop traversing and select the corresponding jobs. 2) compare the priority among 
jobs in 1) and the current job, if and only if all the priorities of these fill-in jobs are less than 
the current job, these fill-in jobs can be selected as the jobs paused. And the procedure of 
allocating resources to jobs will be presented in the next section. 
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4.2 The Feedback-Based Task Distribution (FD) Strategy 

The FD strategy is composed by two main components: threads determiner and task 
dispatcher. The threads determiner chooses an appropriate number of threads for render-
er. The task dispatcher assigns tasks to processors as evenly as possible. Considering the 
multi-core friendly render, the thread determiner will choose the fixed maximum number 
of threads to render a frame and then the methods in Section 4.2.2 will be used. Consid-
ering the less multi-core friendly render, the methods in Sections 4.2.1 and 4.2.2 will be 
used. 
 

4.2.1 The threads determiner 
 
The purpose of threads determiner is to choose an appropriate number of threads to 

start the renderer by which resources can be fully utilized and the total rendering time of 
the job can be reduced. Here, we distinguish the various renders with different methods. 
If users choose the multi-core friendly render, such as Arnold, the threads determiner 
will directly choose the fixed maximum number of threads to render a frame. If users 
choose the less multi-core friendly render, such as Maya and Blender, the thread deter-
miner will take the following method to choose an appropriate number of threads.  

For a given rendering CPU with X cores and Y (g: giga bytes) RAM memory, the 
minimum number of threads k is to be searched under the following constraint, U is de-
fined as the memory usage of each task. 

 

( )

X
U Y

Min k
      (1) 

 
The determination of the number of threads depends on the prediction of each task’s 

resource usage. One method is to make predictions by using the parameters in the 3D 
data file that affect the resource usage. However, it is difficult to make accurate estima-
tion by simply using parameters like the image size, the number and the type of light 
sources, the material properties of the objects and the geometric complexity.  

To make accurate estimation, the threads decision method takes advantage of frame- 
to-frame coherence and tries to predict the resource usage of each frame’s rendering 
based on some results of key frames’ rendering. It does not need many pre-processing 
work, therefore significantly saving system overhead. Besides, it is simple to implement 
and can achieve better results. 

Firstly, the key frames will be selected to determine the number of threads for the M 
frames in rendering job. We assume that R is represented the number of rendering CPUs 
specified by users. Generally, for the CG films, every frame might have different length, 
the uniform selection method could not fully exploit the temporal coherence. Therefore, 
we use scene geometry in the view frustum for better segmentation of frames and then 
choose key frames. Considering the rendering parameters feature which are typically 
defined in the scene model, we take the triangle count as the main factor for choosing the 
key frames. There are other parameters such as resolution, polygons, and the reason of 
choosing triangle count is that the resolution for each frame is actually identical and the 
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polygons are usually composed by triangles. Therefore, the triangle count could be the 
reasonable estimate for geometric complexity when choosing the key frames. In general, 
the triangle count for some continuous frames is same due to that these frames exist the 
effect such as translation, rotation, and we assume these frames with the same the trian-
gle count as the same geometric complexity. The process for the key frames selection in 
detail is as follows. (1) Traverse the M frames of a rendering job in a ListA and measure 
the triangle count of each frame; (2) When the triangle count of continuous frames is 
identical, the ListA just reserves one frame; (3) If the frames number of ListA (NLA) is 
less than R, we use the following steps to supplement vacant frames. First, NLA is sub-
tracted from R to obtain the number of vacant frames (Nvf), i.e., Nvf =R  NLA. Second, the 
M  NLA frames in ListB, which are the complementary set of ListA in M frame set, are 
sorted by the number of triangles from high to low. Third, the Nvf frames are selected 
from ListB to ListA and the R frames in ListA are chosen as key frames. If NLA is greater 
than R, the frames in ListA are divided to R groups according to the triangle count from 
high to low, and each group chooses one frame with maximal triangle count as the key 
frame. If NLA is equal to R, the R frames in ListA will be chosen as key frames. In this 
way, the R key frames are chosen by the scene geometry based method. 

Then, each key frame will be rendered by an X-threaded renderer on each rendering 
CPU. After the rendering, collect the average RAM memory usage of each CPU during 
the execution and find the average U(g). If U(g)  KY/X, K   x  X%x  0, then the 
appropriate number of threads should be K, i.e., when the memory utilization is maxi-
mum, we choose the minimum value of K. Here, we consider a special situation, we as-
sume that when U(g) equals Y, the value of K just equals X, and other situations (U(g) is 
less than Y), there always exists the appropriate value of K.  

By this way, choosing the appropriate number of threads based on the memory us-
age, i.e., the memory usage of each rendering instance will not exceed the total memory 
capacity, can avoid the frequent page replacement with swap partition and reduce the I/O 
overhead with hard disk. When the factor of memory usage has not been considered and 
the current memory usage exceeds the total memory capacity, the overhead used for 
memory swapping is generally expensive. 

 
4.2.2 The task dispatcher 

 
After determining the number of threads, X cores in each rendering CPU can be 

divided into X/K rendering units and each unit has K cores. Task dispatcher will divide 
the remaining MR frames of a rendering job into RX/K sub-jobs. Since the slowest sub- 
job represents the bottleneck of the system, task dispatcher should put more effort into 
load balancing to achieve good performance.  

Generally, load balancing schemes can be classified in two major categories: static 
and dynamic load balancing. Finally the static load balancing strategy is chosed based on 
the following reasons: 
 
(1) The frame-to-frame coherence can help dispatcher assign tasks as evenly as possible 

before runtime. 
(2) The rendering cluster system is homogeneous and it is only used for rendering which 

means loads will not vary significantly during runtime. 
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(3) The overhead of starting new rendering processes and loading scene files again 
makes dynamic load balancing worthless. 
 
Formally, after threads determiner finishes rendering R key frames and determines 

the number of threads K, task dispatcher has to assign the remaining (MR) frames, in- 
dexed f1, …, (MR). Also, R CPUs have been divided into RX/K rendering units, 
indexed p1, …, RX/K. Because of frame-to-frame coherence, there is little difference 
between two consecutive frames in rendering time which means T(f) = T(f+1)+f. T(f) is 
the time required to finish rendering the frame which number is f, f represents the 
differences of rendering time between the f 

th and (f+1)th frame for a sequence of ani- 
mation, f is a low value and varies from frames to frames. 

Generally, the frames in f (p1)(MR)/(RX/K)<fp(MR)/(RX/K) will be assigned 
to the unit p. However, there sometimes exists a serious load imbalance problem. For 
example, unit 1 will render the frames from 1 to (MR)/(RX/K) and unit RX/K will 
render the frames from (RX/K1)(MR)/(RX/K) to MR. Because T(f) = T(f+1)+f, 
therefore  
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    (5) 

 
Along with the increase of the frames, the number of frames allocated to each unit 

will increase. Due to the accumulation of differences among frames, the difference 
between unit 1 and unit RX/K in completion time is large which implies that a significant 
load imbalance will sometimes occur. 

In order to reduce the possibility and extent of load imbalance, a new load ba- 
lancing method is proposed. Unlike the naïve method, the frames in f  f = (RX/K)z+p, 
z, 1  f  (MR) will be assigned to the unit p which means each rendering unit will 
not render consecutive frames. Because the difference between unit 1 and unit RX/K is 
the largest, we also make a comparison of them which is more representative. Unit 1 will 
render the frames in 1, RX/K+1, …, (MR)/(RX/K)1RX/K+1, while unit RX/K will 
render the frames in RX/K, 2RX/K, …, (MR)/(RX/K)RX/K. Then the following 
relation is shown: 
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In Eq. (7), γ is the same as Eq. (4). According to the above formalization, the new 

load balancing method with the way of interleaved distribution reduces the overall 
rendering time difference of frames among all the rendering units. 

5. EVALUATION METRICS 

Here some metrics are defined, which are also employed in [36], to quantify the ef-
ficiency of the proposed rendering job scheduling method.  
 
Definition 3: Define P to be the real-time resource utilization rate and P_a to be the 
resource utilization rate over a period of time. The real-time resource utilization rate can 
be expressed as P=Nb/N, where Nb means the number of the working CPUs and N means 
all the CPUs in system. And then, from time T1 to time T2, P_a can be expressed as: 
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This period of time is divided into m part and the time of each part is t, i.e.  

T2T1=mt. When m, then t . And Eq. (9) can be expressed as: 
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From the above, the average value of real-time resource utilization rate is used to 

represent approximately the resource utilization rate over a period of time.  
 
Definition 4: Define TInit(i) to be the job initial time of the rendering job i, i.e., TInit(i) is the 
time when Ji is being submitted by one user and queued in the rendering system, TStart(i, k) 
to be the job start time and TFinish(i, k) to be the job finish time of job i running on the k ren-
dering CPUs. The job execution time TExec(i, k) of the job i allocated to k rendering CPUs is 
defined as TExec(i, k)= TFinish(i, k)TStart(i, k) and then the total finish time of all n rendering 
jobs can be expressed as TFinish(n)=max(TFinish(i, k))min(TInit(i, k)). 
 
Definition 5: Define TRes(i, k) to be the response time of job i with k rendering CPUs, 

( )ResT n  to be the average response time of n jobs, TTurn(i, k) as the turnaround time job i 
with k rendering CPUs and ( )TurnT n  as the average turnaround time of n jobs, which can 
be expressed as follows: 

 
( ) ( , ) ( )Res Start InitT i, k T i k T i      (11) 
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Fig. 2. Comparison of completion time for two models. 
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6. RESULTS AND DISCUSSIONS 

To evaluate the effect and universality of the proposed strategy, two types of test set, 
i.e. the single job and the batch jobs, are employed. The single job test set is to show the 
result of rendering workload balancing among CPUs when using the FD strategy in a single 
rendering job, and the batch jobs test set is to demonstrate the effect of performance im-
provement for the rendering system when adopting the proposed RF-FD strategy. The tests 
are conducted on cluster composed of 15 rendering nodes, each one contains two quad-core 
2.4GHZ Intel Xeon processors with 8 GB of RAM memory. The 15 nodes are connected 
by a switched Gigabit Ethernet network, running on Linux operating system. Blender 2.60, 
a free and open source 3D animation suite, is used to do rendering. 

6.1 The Single Job 

The two 3D scene files with different complexity are used to test the proposed 
method. Compared with the exploding enterprise model, the rabbit model form the movie 
“Big Buck Bunny” is more complex and it will take up more memory. 

6.1.1 Test of threads decision method 

In the first study, we focus on the effectiveness and commonality of the threads de-
terminer for different scene models and different number of rendering nodes. Based on 
the information feedback, the proposed method automatically chooses one thread for 
rendering each frame of the exploding enterprise model and four threads for the rabbit 
model. Fig. 2 compares the completion time of using the naïve tasks assignment method, 
fixed-threads method and the threads decision without the new load balancing method 
for rendering the exploding enterprise model and the rabbit model with nodes 1, 2, 4, 8 
and 12 respectively. 

 

     
(a) Exploding enterprise model.                  (b) Rabbit model. 



QIAN LI, WEI-GUO WU, ZE-YU SUN AND JIAN-HANG HUANG   

 

476

 

It can be seen that the threads decision method always achieves better results no 
matter how many nodes used to finish the job. Also, the threads determiner is meaningful 
to both simple and moderately complex scene models. In contrast, fixed-threads method 
cannot have a good performance in both cases. Although fixed-threads method with 
fewer threads has good results for simple scenes, it will have nightmarish results when 
rendering complex scenes, as shown in Fig. 2 (b). Multiple few-threads processes run-
ning simultaneously will take up so much memory that much time has to be spent on 
memory swapping. If the fixed-threads method with more threads is chosen, system re-
sources cannot be fully used when rendering simple scenes so that the results are worse 
than that of threads decision strategy, as shown in Fig. 2 (a). 

Obviously, when rendering extremely complex scenes, there will be little difference 
between naïve method and threads decision method because our system will also choose 
8 threads to start the renderer. Therefore, intelligent threads determiner makes cluster 
system resources be fully used while improving the performance. 
 
6.1.2 Test of the new load balancing method 

 
In the following study, we evaluate the performance of the proposed new load bal-

ancing method by three different targets as follows: (1) Variance: The variance of load is 
computed from the rendering time of each sub-job on its processor. A large variance 
indicates a load imbalance among the processors in the system; (2) Max-Min: It repre-
sents the distance between the slowest sub-job and the fastest sub-job. It also implies the 
imbalance of workloads allocated to processors; (3) Max: The slowest sub-job represents 
the bottleneck of the system. Max is the execution time of the slowest sub-job. The goal 
of load balancing is also to minimize the maximum load, thereby reducing the overall 
execution time of the entire job. 

 

Table 2. Dispatching results. 

Sub-jobs 
Naïve load balancing 

method 
Proposed load balancing 

method 
Var Max-Min Max Var Max-Min Max 

8 29.6 17.3 34.2 0.2 1.4 29.9 
16 8.8 11.2 18.5 0.6 2.2 15.5 
24 3.6 6.9 12.1 0.1 1.3 10.3 
32 2.9 6.5 9.6 0.5 2.1 8.0 

 
We perform the comparison between naïve method and the proposed method to il-

lustrate the efficacy of the proposed method on balancing the loads and improving the 
performance. We choose the exploding enterprise model to do the tests with nodes 1, 2, 
3 and 4 respectively. As the threads decision method has chosen 1 thread for each ren-
derer in the first stage, the 123-frames rendering job in these tests will be split into 8, 16, 
24 and 32 sub-jobs respectively. And Table 2 presents the results. 

In Table 2, it confirms that the proposed load balancing method has a significant 
effect on the balance and the execution time. Moreover, the fewer the sub-jobs, the more 
evident the improvement becomes. Fig. 3 shows the performance difference between the 
two methods by presenting CPU utilization information during execution for 8 sub-jobs.  
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Fig. 3. Comparison of CPU utilization during execution for 8 sub-jobs. 

 
One can see that after 17 minutes, the CPU utilization of naïve load balancing 

method begins to decrease, which means the earliest sub-job has been finished. However, 
another 18 minutes are needed before the whole job finishes which implies a significant 
imbalance among these sub-jobs. In all, the proposed load balancing method keeps the 
CPU utilization high as long as possible, which results in better performance than the 
naïve method.  

6.2 The Batch Jobs 

According to the proposed strategy described in section 4, the jobs with low priority 
may be executed ahead of the jobs with high priority, which seems to violate the princi-
ple of fairness, but the jobs with low priority doesn’t delay the jobs with high priority. 
With the assistance of preemption mechanism the proposed method guarantees that no 
job is delayed by any jobs with lower priority which is defined in [15], i.e., the proposed 
method follows the principle of fairness. In order to further assess the performance of the 
proposed scheduling method, we use two groups of different workloads rendering jobs 
from the movie “Big Buck Bunny” and include 50 and 100 jobs with various resources 
requirements. And the percentage of priority of each group is 20%, 40% and 40% which 
correspond to the jobs with high priority, middle priority and low priority, respectively. 

For the comparison target, the following two widely used job scheduling strategies 
are selected. The first one is First Come First Serve (FCFS) which schedules jobs ac-
cording to the arrival time in the queue. The second one is FirstFit described in the above 
section. At the task dispatching stage, the two methods use the fixed 8 threads and naïve 
load balancing method. Therefore, we call the above strategies as FCFS-fn and Firstfit-fn 
for short to compare with the proposed RF-FD strategy. 

According to Eq. (10), the resource utilization rate of the two groups under various 
scheduling strategies is shown in Fig. 4. Compared with the other two methods, the re-
source utilization rate of group one (50 rendering jobs) has been improved about 10.95% 
and 2.67%. Meanwhile, the rate of group two (100 rendering jobs) has been improved 
about 13.79% and 2.42%. The FCFS-fn method schedules these jobs according to the 
arrival time, which may generate more idle resources due to some the blocked jobs that 
need more resources. As the Firstfit-fn method shown, the jobs with less resources de-
mand were scheduled preferentially which may generate less idle resources. And RF-FD 
strategy takes a full consideration of the whole jobs with various resources requests and 
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the jobs required less resources would not delay the executing of the jobs required more 
resources at the head of the queue. And then RF-FD strategy causes higher resource uti-
lization rate. 

 

 
Fig. 4. The resource utilization rate comparison of two group of jobs. 

 
In Fig. 5, the turnaround time distribution of the two groups is shown, which is cal-

culated by Eqs. (13) and (14). 

 

    
(a) Group one: 50 jobs                    (b) Group two: 100 jobs 

Fig. 5. The boxplot of the two groups. It contains the minimum, maximum, mean and median va- 
lue of the turnaround time. 

 
Considering the mean turnaround time, Firstfit-fn and RF-FD strategy has been 

lower than FCFS-fn method. Using RF-FD strategy, the execution of the jobs with high 
recourses demand has not been delayed and these jobs occupy the rendering resources 
which can meet some jobs with less recourses demand. Therefore, the mean turnaround 
time of RF-FD strategy has been a little higher than Firstfit-fn method. The total finish 
time (i.e. the maximum value of the turnaround time) of Firstfit-fn and RF-FD strategy 
has been greatly shortened. This is because the FCFS-fn method may lead to the waste of 
idle resources as described in above section. And using RF-FD strategy, the execution of 
jobs with less recourses demand may not delay the jobs with high recourses demand and 
high priority, which contributes to the high resources utilization rate and the less total 
finish time of jobs.  
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Fig. 6. The average response time comparison of two groups jobs. 

 
Fig. 6 shows the average response time of two group jobs calculated under Eq. (11) 

and Eq. (12). Comparing with the average response time of FCFS-fn method, the time of 
Firstfit-fn and RF-FD strategy has been obviously reduced. And the average response 
time of Firstfit-fn and RF-FD strategy is approximate and indeterminate. RF-FD strategy 
considers the jobs with high recourses demand and these jobs occupy the resources 
which can meet some jobs with less recourses demand. Therefore, the average response 
time of RF-FD strategy is a little longer than that of the Firstfit-fn method. Although the 
jobs with high recourses demand are executed firstly, the pause of these jobs makes that 
the jobs with less recourses demand are not delayed to be executed. Therefore, the aver-
age response time of RF-FD strategy is shorter than that of the Firstfit-fn method. 

7. CONCLUSION AND FUTURE WORKS 

In this work, a novel two-level hierarchy job scheduling and task dispatching strategy 
(RF-FD) is designed for cluster rendering system when it manages the arrived rendering 
jobs submitted by various users with multiple resources demand. The proposed strategy 
integrates reservation-based FirstFit (RF) job scheduling strategy and feedback-based task 
distribution (FD) strategy. The methodology takes into consideration the stage of rendering 
job scheduling and frames allocation to obtain the maximization of system performance and 
balance load distribution of multi frames. Comparing with the two traditional scheduling 
method, i.e., FCFS and FirstFit combining with the fixed-threads and naïve load balancing 
method, the test results show that the proposed RF-FD strategy can schedule rendering jobs 
more effectively. Meanwhile, RF-FD strategy can eliminate the starvation, reduce resource 
fragmentations and keep the higher throughput and resource utilization rate for rendering 
cluster. Moreover, this strategy guarantees fairness of scheduling jobs and leads to better 
overall performance of the system. In addition, it is not only that the proposed method can 
be used in rendering application, but also that the proposed design principle and scheduling 
scheme can be applicable to a wider class of applications with the characteristic of paused 
jobs, which gives us a highly scalable solution. Considering the limitations of the proposed 
method, it may not have the better effect on the scene with dramatic changes due to the 
unknown of the execution time of jobs.  

Future research is going to focus on the scheduling issue of rendering jobs on het- 
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erogeneous resources with the unequal division and the dynamic frame allocation with-
out reloading anything. Under the situation of knowing the execution and response time 
of a job in advance, the scheduling strategy will be focused. And the rendering time pre-
diction method considering the parameter characteristic with the purpose of improving 
the prediction accuracy will be focused to schedule the jobs more precisely and effec-
tively. Moreover, combining the mode of cloud rendering, we are going to focus on the 
job scheduling problem to meet the requirements of users’ deadline when the local ren-
der farms lack of enough rendering resources. 
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