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The Thai tourism sector has been significantly influenced by recent advances in mul-

timedia technologies that help promote tourism, with Virtual Reality being exemplary. 

This study analyzes and predicts the behavior of tourists visiting the Virtual Chaiya Na-

tional Museum to develop standards of quality for its products and services. Virtual Reality 

is useful in attracting tourists as it applies the concept of gamification using multimedia 

approaches. A sample of 580 tourists was used, and machine learning techniques were 

employed to predict the tourists’ behavior. The results showed an accuracy of 99.48% us-

ing particle swarm optimization with random forest, followed by 99.45% using genetic 

algorithm search, and 99.13% using best-first search. Methods of feature selection were 

used with an Apriori algorithm to render the search for the rules governing tourist behavior 

more efficient. Particle swarm optimization with the Apriori algorithm yielded an effective 

confidence of 1.0. Tourist satisfaction with the quality of service at the Virtual Chaiya 

National Museum was 81.2%. The findings here can be used to choose the optimum dataset 

of features to create an effective prediction model and generate rules that can be used to 

describe tourist behavior. 

 

Keywords: tourist behavior, game design, virtual reality, virtual museum, cultural tourism, 
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1. INTRODUCTION 
 

Many applications make use of multimedia technology in a variety of areas, such as 

education. Multimedia technology impacts the productivity of instructional media in edu-

cation [1]. Instructions delivered via innovative approaches to multimedia can also yield 

positive outcomes in schools as it advances logical and progressive improvements in edu-

cational training [2]. In addition, multimedia technology for tourism through films and 

advertisements can attract tourists and thus support the tourism industry. Systems are avail-

able within the tourism sector to provide advisory services that make use of multimedia 

information channels [3]. An example is Portugal’s wine industry, which has developed 

tourism products by making use of Virtual Reality (VR) technology to offer globally com-

petitive marketing that draws tourists [4]. The use of proactive tourism models for the 
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tourism industry can also increase travel revenue and mitigate harm to the marine environ-

ment by using virtual tours [5]. 

Thailand’s National Tourism Policy seeks to promote Thai destinations to both do-

mestic and foreign tourists to stimulate the economy of the country. As tourism strategy, 

it aims to develop quality standards for tourism products and services [6]. Moreover, VR 

is used increasingly commonly to disseminate information, and museums frequently use it 

to distribute information on the national culture [7]. VR is also an effective method to 

attract more tourists to museums by using image processing technology [8-10]. Nowadays, 

tourists are more interested in visiting museums because of the use of VR technology to 

provide VM. VR can utilize the opinions of tourists to design the VM to be more attractive 

to them. VR in case of national museum is important to promote for tourist. So, the devel-

opment concept of researcher is to run the VM by using game design. Tourists feel fun when 

they can control the VM. The usage of the VM is similar to use computer game [11-13]. 

The VM as a part of the library contains a large amount of information from multidi-

mensional data. VM using game design can attract users as well. The aim of the research 

study is to show the effectiveness of data mining and discuss its applications in the field of 

travel and tourism [14, 15]. The Department of Tourism in Gujarat would consider the use 

of machine learning to provide selected visitors with suitably-designed marketing materi-

als, while decision trees can be sued to support a better understanding of visitor preferences 

in order to build stronger relationships with those visitors and boost visitor loyalty. This 

study is conducted using a sample group of 507 visitors [16]. Gabriel et al. [17] seeks to 

identify those tourist segments which exhibit similar perceptions of destination sustaina-

bility along with trustworthiness by employing a genetic algorithm. This research made 

use of a sample group of 438 respondents to an online survey. Krittipat et al. [18] used a 

machine learning approach in order to develop the association rule to ascertain activity 

patterns in the field of orchard tourism. The data were obtained from emails and surveys, 

and a total of 409 responses were used for analysis. Seonjeong et al. [19] investigated the 

use of VR, considering the potential industry applications of using VR features to influence 

consumers to exhibit desirable customer behavioral traits. A tracking application was used 

by Qiushi et al. [20] to study the movement trajectories of tourists and to gather data con-

cerning travel itineraries and the behavioral characteristics of those tourists. The study then 

made use of machine learning to discover spatiotemporal behavior clusters among groups 

of tourists. Zhang et al. [21] made use of particle swarm optimization and support vector 

machine to study the behavior of urban eco-sports tourists.  

The aim of this paper is to create classification model of predict tourist behavior, 

which can be applied to guide the selection of tourist to promote national museum with 

VCNM, and to use association rules to find the relational feature of VCNM for perfor-

mance improvement of VCNM to promote national museum. VR in case of Chaiya Na-

tional Museum is important to promote for tourist. So, the development concept of re-

searcher is to run the virtual museum by using game design. Tourists feel fun when they 

can control the virtual museum. The usage of the virtual museum is similar to use computer 

game. There are several factors which are useful for study and can promote tourism in case 

of Chaiya National Museum that is analyzed by questionnaires from tourists to know about 

characteristics and significant features that can create and design the virtual museum by 

using machine learning techniques to find the characteristics of dataset influence to deter-

mine tourists’ behavior and the relationships among features for helping the Virtual Chaiya 
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National Museum (VCNM) to become more interesting.  

The research makes a significant contribution in providing VCNM for the heritage 

sector and by providing the necessary support to create VMs which are educational, fun, 

sustainable, simple to maintain, and can readily predict the behavior of tourists who visit 

the national museum by using machine learning with feature selection, which can be used 

to enhance the prediction model performance. 

2. DATASET AND DESIGN OF THE VIRTUAL CHAIYA 

NATIONAL MUSEUM 

2.1 Collected Dataset 

This study examines the effectiveness of different methods of data classification 

when combining feature selection techniques with the wrapper method to make behavioral 

predictions concerning tourists to VCNM. “Weka” is used as software to process the data 

for machine learning through such process as data preprocessing, classification, clustering, 

association rule, and feature selection [22]. 

Table 1. Structure of the online questionnaire. 

No. Attributes Values 

1 Gender {Male, female} 

2 Age 
{Below 25 years, 25–30 years, 

30–40 years, 40–50 years} 

3 Region 
{South, north, central region, 

northeast, east, west} 

4 Career 

{Government officer, Business-

man, Company employee, Stu-

dent} 

5 Have you ever visited the Chaiya National Museum? {Ever, Never} 

6 Have you ever played computer games? {Ever, Never} 

7 
Have you ever used a system similar to the VCNM 

before? 

{Ever, Never} 

8 The VCNM is easy to use. 
{Strongly disagree, Disagree, 

Neutral, Agree, Strongly agree} 

9 The VCNM is convenient to use. 
{Strongly disagree, Disagree, 

Neutral, Agree, Strongly agree} 

10 The VCNM helps me see antiques more easily. 
{Strongly disagree, Disagree, 

Neutral, Agree, Strongly agree} 

11 The VCNM can display antiques clearly. 
{Strongly disagree, Disagree, 

Neutral, Agree, Strongly agree} 

12 Enjoy using the VCNM. 
{Strongly disagree, Disagree, 

Neutral, Agree, Strongly agree} 

13 The use of the VCNM is a good idea. 
{Strongly disagree, Disagree, 

Neutral, Agree, Strongly agree} 

14 Intend to use the VCNM. 
{Strongly disagree, Disagree, 

Neutral, Agree, Strongly agree} 

15 Good interactive design 
{Strongly disagree, Disagree, 

Neutral, Agree, Strongly agree} 
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No. Attributes Values 

16 Overall satisfaction of using the VCNM 
{Strongly disagree, Disagree, 

Neutral, Agree, Strongly agree} 

17 The VCNM can promote tourism. (Target label) {Agree, Disagree} 

Table 2. Abbreviations of the dataset of features. 

The abbreviation The features 

Gender Gender 

Age Age 

Region Region 

Career Career 

Visit Have you ever visited the Chaiya National Museum? 

Computer game Have you ever played computer games before? 

Ever use Have you ever used a system similar to the VCNM before? 

Easy to use The VCNM is easy to use. 

Convenient The VCNM is convenient to use. 

Easy to see The VCNM helps me see antiques more easily. 

Display The VCNM can display antiques clearly. 

Enjoy Enjoy using the VCNM. 

Good idea The use of the VCNM is a good idea. 

Intend Intend to use the VCNM. 

Design Good interactive design. 

Promote The VCNM can promote tourism. 

Moreover, several data mining algorithms developed by the University of Waikato in 

New Zealand are used. The VCNM is generated by 3D blender [23], a well-known open-

source tool for motion tracking, rendering, 3D modeling, and 3D game simulation. Only 

online questionnaires were used to gather information from 580 respondents on the VCNM 

as shown in Tables 1 and 2.  

2.2 VCNM Design 

The VCNM incorporates traditional concepts of the Chaiya National Museum 

through VR and game design. It features informed 2D and 3D images as well as details of 

the artifacts depicted therein, as shown in Fig. 1. 

 

 
Fig. 1. The environment of the VCNM. 
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3. METHOD 

The methods of this research can be divided into three parts as shown in Fig. 2. The 

first part is the feature selection method. The second part is classification. The third part 

consists of association rules to determine correlations among the attributes. 

 

 
Fig. 2. The data analysis process. 

3.1 Feature Selection  

The process of feature selection involves choosing the optimum features of the dataset 

[24]. The chosen features can make the predictive modeling more accurate as they can be 

quickly processed. The process comprises four steps: generation of the subset, evaluation, 

criteria for stopping, and validation of the results. 

3.1.1 Best-first search (BFS) 

One effective way of performing this process is through the BFS together with depth-

first search along with a heuristic function. This approach enables the selection of the best 

value by applying a greedy algorithm. In this case, the time efficiency is O(bm), where b 

is the average number of nodes in each node, and m is the depth of the deepest tree [25]. 

3.1.2 Greedy stepwise search (GSS) 

The use to the GSS offers a step-by-step approach to decision making that considers 

solutions that are initially available and compares them with those deemed the most valu-

able. The highly valued results are then applied to generate the solution to the optimization 

problem [26]. 

3.1.3 Genetic algorithm (GA) search 

The GA works by first choosing a subset from a classification containing a binary 

string known as a “chromosome.” It uses fault tolerance when formulating models for 
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challenging or complex data. It also uses natural imitation techniques, which begin by de-

fining the problem in terms of genes and chromosomes, and then assigns a fitness function 

as the basis for finding answers, which consists of important parameters [27]. 

3.1.4 Particle swarm optimization (PSO) 

The PSO searches for the target by using a large number of particles that search the 

space for the best target. Each particle remembers it’s given position (xi), direction, and 

velocity (vi). In every cycle, the time (t) and velocity (v) of the particles are transformed 

using the best position of the data of each (pi) as well as the best position of the data of all 

particles (pg). C1 and C2 are the fixed rates or plus rates, and 1 and 2 are random numbers 

in the range 0–1. The velocity of each particle is then transformed as follows [28], as shown 

in the following equation: 

vi(t + 1) = vi(t) + C11(pi(t) − xi(t)) + C22(pg(t) − xi(t)).  (1) 

3.2 Wrapper 

A subset of the original features is selected. The method for evaluating the suitability 

of this subset is as follows: The wrapper method is applied. Moreover, the set of assessed 

values is used in the learning process to create a learning model and test a data model, 

which improves the performance of metaheuristics or feature subset selection algorithm to 

investigate the best feature subset [29]. 

 

3.3 Classification Algorithms 

3.3.1 K-nearest neighbor (K-NN) 

This method is classified as belonging to the lazy mode group, and uses the Euclidean 

distance function to determine the distance x, y in real values to measure similarity [22], 

as shown in the following equation:  

1
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   (2) 

3.3.2 Naïve Bayes 

The Bayes’ theory for simple events assumes that A and B are events. Then, the con-

ditional probability P(A|B) according to Bayes’ theory [22] is as follows:  

( )
( )

( )

P A B
P A | B

P B


= .   (3) 

3.3.3 J48 

J48 uses information gain or entropy reduction to select the optimal distribution. Sup-

pose there is a variable X with a possible value K with probabilities p1, p2, p3, p4, …, pk 

respectively. The minimum number of bits to send are called the entropy of X, where Pj 
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represents the proportion of the number of members in group j with the total number of 

members of the sample, and X represents attributes that measure entropy [22], as follows:  

2( ) log ( ).j j

i

H X p p= −   (4) 

3.3.4 Neural network 

The neural network has continuous features, because of which the characteristics of 

its input and output are in the range 0–1. The input (Xi) to the dataset is combined in a 

function, where Wij represents the weight associated with input i to j, and takes i + 1 to j, 

and Xij represents the input nodes i to j, and f represents the activation function, and bi 

represents the bias using the following formula [30]:  

1j

i i j ij

n

y f b x w
= 

= +  
 

 .   (5) 

3.3.5 Support vector machine (SVM) 

The SVM has many advantages as it can handle the problem of over-fitting. Further-

more, it can transform lower-dimensional data into higher-dimensional data through the 

linear division model [22]:  

f(x) = sign(WTX + b).   (6) 

3.3.6 Random forest 

 The random forest uses a supervised learning approach to learn a large number of 

datasets for classification. A learning curve is derived from the sampling function of the 

subset that replaces the original dataset of an identical size. This increases the efficiency 

of learning [31]. The random forest is a classification decision tree that uses criteria based 

on the sampling process using a precision probability technique.  

3.3.7 REPTree 

The reduced error pruning tree (REPTree) can speed-up the creation of regression 

trees by using pruning techniques, and can reduce pruning errors by applying variance 

reduction and information gain. REPTree is becoming increasingly popular in machine 

learning models [32]. Information gain is the basis for decision tree techniques, and the 

REP algorithm creates learning tree datasets. 

3.4 Confusion Matrix 

The classification result is shown in the confusion matrix, which is divided into two 

classes. Each value is shown in each row to indicate how much information is contained 

within the label’s class. The model’s output was estimated using these parameters using 

true positive (TP), which indicates the predictive results are positive and the real value is 

positive, and true negative (TN), which means the expected result is negative and the real 

value is negative. Moreover, false positive (FP) indicates a significant predictive outcome 
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with a negative real value, while false negative (FN) indicates a negative predictive result 

with a positive real value. Eq. (7) was based on analysis of [33, 34], as shown in Table 3.  

Table 3. Confusion matrix. 

Confusion Matrix Predicted Positive Predicted Negative 

Actual Positive TP FN 

Actual Negative FP TN 

The ratio of positives which are classified correctly (i.e., the ratio of anyone that has 

a condition, which are accurately indicated the condition) is referred to as the true positive 

rate in Eq. (7) was shown below. 

TP Rate
TP

=
TP+FN

   (7) 

The ratio of the number of negative events incorrectly classified as positive (false 

positives) and the total number of real negative events is used to measure the false positive 

rate in Eq. (8) was shown below. 

FP Rate
FP

=
TP+ FN

   (8) 

The accuracy measures the ratio of expected to real values, regardless of whether the 

sample is positive or negative in Eq. (9) was shown below. 

Accuracy
TN +TP

=
TN +TP+ FN + FP

   (9) 

This study uses attributes 1-16th which serve as the feature input (x) in order to deter-

mine attribute 17th or class name “promote”, which serves as the output (y) class, or target 

label (each element (label) in y consists of Agree or Disagree). The aim is to predict the 

opinion of visitors in using VCNM, which can be seen in Table 1. If T represents a set of 

the examples used for training, for which each is in the format (x, y) for which (x1, …, xk, 

y) xk indicates the value for the kth attribute or feature associated with example x, and y 

serves as the corresponding label for the class. The gain in information for a given attribute 

k, can be explained in terms of entropy as shown, for any given value, v, which is taken by 

the attribute k [29]. 

Sk(v) = {XT|xk = v}   (10) 

3.5 Association Rules 

Association rules are used to deal with latent relationships in data or to find patterns 

that are frequent. They can be written in the form of a set of items that results in another 

set of items.  

Apriori algorithm 

The Apriori algorithm is the basic method used to form a data relationship. It gener-

ates and monitors frequently occurring item sets of data in a transactional database. The 



ANALYZING TOURIST BEHAVIOR USING INTELLIGENT APPROACH 689 

correlation among the data must be consistent with the results of the minimum support and 

minimum confidence, which can be determined by the user [35].  

number of transactions containing both  and 
( )

total number of transactions

A B
Support P A B=  =    (11) 

( ) number of transactions containing both  and 

( ) number of transactions containing 

P A B A B
Confidence

P A A


= =    (12) 

3.6 Tourists’ Satisfaction 

The average value of satisfaction with the VCNM when visiting the Chaiya National 

Museum was calculated by using ∑ is summation of the weighted mean value and N is the 

total number of respondents, which are variable of mean formula (X). For standard devia-

tion formula, S.D. is Standard deviation and X is the weighted mean, as follows [36]:  

=
X

X
N
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2

.=
1

X X
S.D.

N

 
 
 

−

−
   (13) 

4. RESULTS 

Table 4 describes the results of the dataset features obtained using a feature selection 

method suitable for each classification algorithm to increase the predictive potential of the 

model of tourists’ behavior. Tables 6 and 7 illustrate the association rules for features of 

the dataset. 

Table 4. The results of PSO combined with wrapper. 

Measure/ 

PSO&Wrapper 
The features 

Random Forest 
Region, Computer game, Ever use, Easy to use, Convenient, Easy to see, Good 

idea, Design, Promote 

Neural Networks 
Region, Computer game, Ever use, Convenient, Easy to see, Enjoy, Good idea, 

Design, Promote 

J48 Career, Computer game, Ever use, Convenient, Good idea, Design, Promote 

REPTree Ever use, Convenient, Enjoy, Good idea, Design, Promote 

SVM Region, Convenient, Enjoy, Design, Promote 

K-NN Ever use, Easy to use, Convenient, Enjoy, Good idea, Intend, Design, Promote 

Naïve Bayes Gender, Age, Ever use, Easy to use, Convenient, Intend, Design, Promote 

Table 5. Accuracy of classification models with and without feature selection. 

Accuracy 
Random 

Forest 

Neural 

Networks 
J48 REPTree SVM K-NN 

Naïve 

Bayes 

GSS & Wrapper  98.61 98.44 98.10 97.75 97.23 94.64 92.57 

BFS & Wrapper 99.13 98.96 98.79 98.61 97.23 95.50 93.09 

GA & Wrapper 99.45 99.13 98.96 98.79 97.23 95.85 94.64 

PSO & Wrapper 99.48 99.48 99.30 98.79 97.23 96.02 94.99 

Non-use feature 

selection 
89.11 88.60 87.73 87.73 89.11 84.62 84.80 
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Table 6. Association rules of the dataset obtained through feature selection using PSO 

combined with wrapper: the 10 best rules. 

No. Frequent item set Confidence Support 

1. Enjoy = Neutral ==> Easy to see = Agree 1.00 0.53 

2. Convenient = Agree ==> Overall satisfaction = Agree 0.93 0.59 

3. Good idea = Agree ==> Overall satisfaction = Agree 0.90 0.57 

4. Computer game = Ever ==> Overall satisfaction = Agree 0.89 0.68 

5. Easy to see = Agree ==> Overall satisfaction = Agree 0.88 0.56 

6. Ever use = Never ==> Overall satisfaction = Agree 0.86 0.60 

7. Easy to see = Agree ==> Enjoy = Neutral 0.83 0.53 

8. Overall satisfaction = Agree ==> Computer game = Ever 0.77 0.68 

9. Overall satisfaction = Agree ==> Ever use = Never 0.69 0.60 

10. Overall satisfaction = Agree ==> Convenient = Agree 0.67 0.59 

Table 7. Association rules of the dataset obtained without feature selection. 

No. Frequent item set Confidence Support 

1. Convenient = Agree ==> Promote = Agree 0.93 0.59 

2. Good idea= Agree ==> Promote = Agree 0.90 0.57 

3. Visit = Never ==> Promote = Agree 0.89 0.65 

4. Easy to use = Agree ==> Promote = Agree 0.89 0.59 

5. Computer game = Ever ==> Promote = Agree 0.89 0.68 

6. Easy to see = Agree ==> Promote = Agree 0.88 0.56 

7. Gender = Woman ==> Promote = Agree 0.87 0.55 

8. Ever use = Never ==> Promote = Agree 0.86 0.60 

9 Ever use = Never ==> Visit = Never 0.79 0.56 

10. Promote = Agree ==> Computer game = Ever 0.77 0.68 

Table 8. Mean and standard deviation of satisfaction among tourists with the quality of 

service of the Virtual Chaiya National Museum (n = 580). 

No. Feature X SD Level of satisfaction 

1 Easy to use 4.08 0.54 Agree 

2 Convenient to use 4.05 0.61 Agree 

3 See antiques more easily 4.03 0.65 Agree 

4 Antiques clearly 3.98 0.73 Agree 

5 Enjoy 3.61 0.93 Agree 

6 A good idea 4.07 0.57 Agree 

7 Intend to use 3.98 0.90 Agree 

8 Good interactive design 3.64 0.73 Agree 

9 Overall satisfaction 4.06 0.80 Agree 

Total Average 3.94 0.71 Agree 

5. DISCUSSION 

Table 5 shows a comparison of the results of predictions of the tourists’ behavior 

between the methods when the feature selection algorithm was used and when it was not. 

The random forest and the SVM obtained the highest accuracy, 89.11%. Neural networks 

yielded the second-highest accuracy. The parameters that may have a substantial effect on 

the effectiveness and efficiency of the search should be calibrated for every metaheuristic 

algorithm. Tuning of Parameter may allow a robustness and larger flexibility. The efficien-



ANALYZING TOURIST BEHAVIOR USING INTELLIGENT APPROACH 691 

cy of finding key features of the dataset depended on the parameters of each method. The 

time consumption depended on the parameter values and dataset size [37], as shown in 

Table 9. As shown in Table 8, the VCNM obtained a mean value of 81.2% in terms of 

overall satisfaction for tourists. 

Table 9. Parameters of each feature selection method. 

Methods Parameters 

PSO 
Population size, iterations, individual weight, inertial weight, social weight, and 

mutation probability 

GA Crossover probability, mutation probability, and population size 

BFS Directions forward, lookup cash size, search termination 

GSS 
Conservative forward search, threshold value, backward search, and producing 

a ranked list of attributes 

Table 10. The best results of features of the dataset for each feature selection method. 

Methods The features 

GSS & Wrapper 
Career, Computer game, Easy to use, Convenient, Good idea, Design, 

Promote 

BFS & Wrapper 
Region, Visit, Computer game, Easy to use, Convenient, Easy to see, 

Enjoy, Good idea, Design, Promote 

GA & Wrapper 
Gender, Career, Computer game, Ever use, Convenient, Good idea, De-

sign, Promote 

PSO & Wrapper 
Region, Computer game, Ever use, Easy to use, Convenient, Easy to 

see, Good idea, Design, Promote 

 

A local search algorithm that begins from a possible solution that is then duplicated 

to a neighbor solution is called the GSS. So long as a neighborhood relation is expressed 

in the search space, it is feasible [26]. Compared with alternative approaches, the GSS 

obtained a lowest accuracy of 98.61%, as shown in Table 5.  

An approach used to solve a problem faster when other approaches are too slow, or 

for getting an estimated solution when typical methods cannot find a precise solution is 

called BFS. This method can be introduced through a priority queue, a data structure that 

preserves the parameter in increasing order of F-values, within a general search system 

[25]. As shown in Table 5, with an accuracy of 99.13%.  

The GA obtained an accuracy of 99.45%, and used 8 significant features as shown in 

Table 10. The values of the second to fourth methods are also shown in Table 5. Of the 

three key classes of processes (selection, crossover, and mutation). Typically, GA operat-

ors cannot create all possible solutions as the population density in the solution space is 

low. Using local search to find a better solution is a popular fix for GA operators [27].  

PSO obtained a highest accuracy of 99.48%. As shown in Table 5, it used 9 significant 

features. The ideal particle had a strong impact on the entire swarm. The best solution 

obtained by PSO was not always certain as it does not use selection. The particles tended 

to be representative of the population for the entire run. Its origin determined a particle’s 

path. PSO can be used to solving non-linear as well as linear problems, PSO has been used 

for developing robots to assist patients with bone fractures [28]. 

These metaheuristics have one particularly advantageous property, in requiring that 

the accuracy estimation process must carry of the cross-validation procedure [29] far more  
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often when using small datasets than would be the case for large datasets. Small datasets 

demand shorter learning times, so the time taken for accuracy estimation, comprising both 

the running time for these metaheuristic algorithms. 

6. CONCLUSION 

The aim of this paper was to create a standard of quality for tourism products and 

services using VCNM, and to use machine learning techniques such as Random Forest 

classification model using PSO combine with wrapper as feature selection method to pre-

dict tourist behavior. It is important to determine key features of the VCNM that can pro-

mote tourism and encourage tourists to visit the place being simulated. The product of 

tourism is the VCNM, and the service offered is satisfaction as reflected in tourist behavior. 

The quality of the VCNM was reflected in its ability to show antiques easily to users with-

out distortion. The details covered anastylosis, archaeological evidence, ancient architec-

ture, inscriptions, ruins, excavations, eras, periods, and processes of reconstruction. Sev-

eral machine learning techniques were used in this research. Feature selection was used to 

identify characteristics of the dataset used to determine tourist behavior. The second is the 

classification technique used to predict tourist behavior. Third, it was necessary to find the 

relationships among features. Features influence the satisfaction and behavior of tourists’ 

through association rules. Fourth, the use of the VCNM simulation makes it possible to 

look around in the museum environment, and this can be used to promote museums. Fifth, 

the use of game design can help the VCNM be more interesting to users. Finally, the design 

of the user interface should be considered as it can make the VCNM more interesting and 

convenient.  

The VCNM is user friendly, easy to use, and can save time and motivate tourists. It 

also motivated visitors to see artifacts in the Chaiya National Museum. In summary, de-

velop tourism products or VCNM until it up to the standard and always concern and rec-

ognize to promote the Chaiya National Museum using VCNM. The curator and tourists 

had new experience by using VCNM that is support and promote conservation tourism 

follow by Thailand’s national tourism policy. 
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