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In elastic optical networks (EONs), the slicing-and-stitching technique has emerged 

as a promising solution to reduce spectrum fragmentation by breaking the subcarrier con-

secutiveness constraint. This physical layer technology enables all-optical slicing of re-

quests, allowing them to be accommodated in multiple non-consecutive spectral slots 

within an EON. In this paper, we investigate the survivable routing problem in EONs with 

slicers. Specifically, we consider the dedicated path protection (DPP) scheme to address 

single edge failures. For each connection request, we aim to find a pair of link-disjoint 

lightpaths to route the request. Additionally, we propose four heuristic algorithms to de-

termine the routing paths based on two different slicing schemes, namely source and L-

shape. Through extensive simulations, we evaluate the performance of the proposed algo-

rithms and demonstrate their effectiveness in achieving satisfactory results. 

 

Keywords: slicing-and-stitching, survivable routing, dedicated path protection (DPP), elas-
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1. INTRODUCTION 
 

In recent years, the rapid development of Internet requests and multimedia applica-

tions has posed serious challenges for optical transmission networks [1]. Furthermore, the 

recent advancements in cloud computing have highlighted the significance of big data ap-

plications operating on multi-data-center (multi-DC) systems in elastic optical networks 

(EONs) [2, 3]. The spectrum of an optical fiber in elastic optical networks (EONs) is di-

vided into the small unit called frequency slot (FS). When assigning spectrum for a con-

nection request, a consecutive set of FSs is allocated [4]. This requirement holds true for 

Routing and Spectrum Assignment (RSA) as well [5, 6]. To successfully route requests in 

EONs, two important constraints must be satisfied: spectrum continuity and subcarrier 

consecutiveness [4]. The spectrum continuity constraint ensures that the same FS is allo-

cated to a request on each link of the routing path from source to destination [4]. The 

subcarrier consecutiveness constraint dictates that the FSs assigned to each request on each 

link must be contiguous. These constraints cause a fragmentation problem of spectrum [7] 

and reduce the efficiency of the spectrum band. 

1.1 Slicing and Stitching Technique 

Recent advancements in physical layer optics have enabled the slicing of optical 

bands into multiple sub-bands with different bandwidths [8-10]. This process involves cre-

ating a copy of the original spectrum band and filtering out unwanted signals. The remain-
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ing signal is then transmitted along the optical path to the destination. At the destination, 

the original signal is recovered (shown in Fig. 1). This technology is known as slicing and 

stitching [8, 9]. To implement this technology, a slicer is allocated at the source, while a 

stitcher is allocated at the destination. By utilizing the slicing and stitching technology, the 

subcarrier consecutiveness constraint in EONs can be relaxed [10]. 

 
Fig. 1. Example of allocating request with slicing-and-stitching technology. 

 

Fig. 1 illustrates an example of slicing a 4-FS request from node A to node D along 

the path A→B→C→D. In this case, consecutive four FSs from A to D are not available. 

At node A, a slicer divides the request into two partial spectra: one comprising a 1-FS 

component and the other comprising a 3-FS component. This request is then transmitted 

to node D, where it is recovered to its original signal. 

Two routing and spectrum assignment (RSA) problems have been investigated for 

EONs with slicers: (1) The source slicing scheme [10-12], and (2) the L-shape slicing 

scheme [13-15]. In the source slicing scheme, the slicing process involves dividing the 

request bandwidth solely at the source node using slicers. In [11, 12], the authors proposed 

a scheme to determine the splitting position and the required number of FSs for each slice 

component. Additionally, in [10], a mixed-integer linear programming (MILP) model was 

introduced to address the RSA routing problem. The L-shape slicing scheme [11, 13-15] 

permits bandwidth slicing for requests at each EON node. In [11], the authors introduced 

two patterns of L-shape: a right-side-up L-shape and an upside-down L-shape. To address 

the problem, they proposed the largest L-shape fit allocation algorithm [11], which selects 

the largest size of the L-shape for the allocation. 

These studies primarily focused on the RSA model in EONs. However, the more ef-

ficient Routing, Modulation Level, and Spectrum Assignment (RMLSA) model in EONs 

with slicers has not been investigated, as noted in the author’s survey. In the RMLSA 

problem, with the use of Bandwidth-Variable Transponders (BVTs) and Bandwidth-Vari-

able Wavelength Cross-Connects (BV-WXC) [5, 6], different modulation formats can be 

employed for transmissions based on the distance of the selected path, allowing for mod-

ulation changes. Choosing a higher modulation level reduces the number of required FSs 

for allocation and shortens the maximum transmission distance [5, 6]. 

An important aspect of the slicing technique, which can impact spectrum efficiency, 

was not considered in previous research. After each slicing, an additional guard band (GB) 

must be introduced to the extra block or mini-block, which may result in higher FS con-

sumption compared to single-slice routing. Consider the example illustrated in Fig. 2, for 

the request : A-G, it requires 3 FSs and 1 GB. Considering the FS usage of the network 

shown in Fig. 2 (a), it is not possible to allocate the request using a single-slice block. 
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When applying source slicing, the request is divided into two slices along the path with 

indices 1-2 and 8-10 (as shown in Fig. 2 (b)). This allocation requires one slicer at node A 

and one stitcher at node G. Additionally, 6 extra GBs should be added to the slice with 

indices 8-10. Consequently, allocating request using source slicing necessitates 6 extra FSs 

compared to the single-slice allocation. For L-shape slicing, there are multiple possible 

cases depending on the selected slicing node and L-shape type. In the case of node C, an 

L-shape block (R1-1 with indices 1-4 on link A-C and indices 1-2 on segment C-G) and a 

mini-block (R1-2 with indices 7-9 on the path C-G) can be allocated (as shown in Fig. 2 

(c)). This allocation requires 4 extra FSs to accommodate request r1.  

 

 
                     (a)              (b)              (c)              (d) 

Fig. 2. FS allocation schemes; (a) Current FSs status; (b) Source slicing; (c) L-shape slicing on node 

C; (d) Upside down L-shape slicing on node C. 

 

With upside-down L-shape slicing, various cases are possible based on the selected 

slicing node and L-shape type. For node C, an upside-down L-shape block (R2-1 with in-

dices 8-10 on link A-C and indices 7-10 on segment C-G) and a mini-block (R2-2 with in-

dices 4-5 on the path A-C) can be allocated (as shown in Fig. 2 (d)). This allocation requires 

2 extra FSs to accommodate request r1. From the above example, the L-shape slicing 

scheme utilizes fewer additional FSs compared to the source slicing scheme. 

In [16], the authors proposed a scale-based policy to determine the required number 

of slicers for each node based on their investigation. The network’s total number of slicers 

is predetermined, with each node having a different number of slicers based on the traffic 

it handles. It focuses on the RSA scheme for the given EON and utilizes the allocation 

methods described in [10, 14]. The authors of this paper examined the optimal number of 

slicers needed for each node and assigned the slicers accordingly. 

In [17] a fragmentation-aware routing and spectrum allocation algorithm called SS-

FA-RSA is proposed for the RSA model. In the routing selection phase of SS-FA-RSA, a 

path weight value formula is designed to reorder candidate paths and select the most ap-

propriate routing path for the request. In the spectrum allocation phase, a spectrum slicing 

algorithm is proposed to enhance the utilization of spectrum fragmentation by reusing it in 

EONs. In [18], a limited number of slicers in an EON is proposed. Only selected nodes are 

equipped with slicers, and the allocation is based on their betweenness centrality (BC) 

ranking. The authors also observed that when the number of slicers in the network is fixed, 

the bandwidth blocking rate decreases as the number of slicers increases. However, it even-

tually starts to increase after reaching a minimum point. In [19], the authors analyzed three 

spectrum allocation (SA) policies for dynamic traffic: full slicing, partitioning, and parti-

tion with slicing. Simulation results indicate that the partition with slicing policy achieves 
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a favorable balance between reducing spectrum fragmentation and minimizing wasted 

spectrum. This policy offers advantages in terms of efficient spectrum utilization while 

effectively managing spectrum allocation for requests of different sizes. 

1.2 Survivable EONs 

Network survivability is a critical issue that has been extensively studied in the con-

text of EONS [20, 21]. Path-based protection [20] is a technique that employs a pair of 

link-disjoint primary and backup paths to route a request. In the event of a link failure on 

the primary path, the backup path is immediately utilized to transmit the request, ensuring 

100% protection. Path-based protection techniques can be classified into two categories 

based on the shareability of protection capacity: dedicated path protection (DPP) and 

shared backup path protection (SBPP) [20]. DPP involves having dedicated backup capac-

ity to protect the primary capacity. On the other hand, SBPP allows the protection capacity 

to be shared among multiple protection lightpaths, as long as their corresponding primary 

lightpaths do not fail simultaneously. 

1.3 Studied Problem 

When using slicers to split a request into multiple slices, the allocation of one or more 

additional GBs is required on the new blocks or mini-blocks. Consequently, employing 

more slicing processes will result in the allocation of more extra GBs and the wastage of 

FS resources. Unfortunately, these issues have not been discussed in previous research 

studies [10-14]. Furthermore, the more efficient and crucial RMLSA model, which con-

siders the distance and modulation format of lightpaths in EONs with slicers, has not been 

studied. According to the author’s survey, the problem of survivable routing using DPP 

for the RMLSA model in EONs with slicers has not been addressed. 

This article focuses on the DPP survivable routing problem for the RMLSA model on 

EONs with slicers. The objective is to identify a pair of link-disjoint primary and backup 

lightpaths and allocate appropriate FSs to meet the traffic requirements of the survivable 

connection request in a given EON with slicers. To address this problem, two allocation 

algorithms were proposed: the Source Slicing Allocation Algorithm (SSAA) and the Mod-

ified L-shape Allocation Algorithm (MLAA). These algorithms aim to determine the FA 

allocation alone on a given path, taking into account the additional GBs required in the 

EON for the RMLSA model. Additionally, four heuristic algorithms were proposed to find 

the survivable routing paths of the request, considering the two slicing schemes.  

2. PROBLEM DEFINITION 

The following section presents the notations, assumptions, and performance criteria 

used in the study of the problem. 

2.1 Notations 

G = (V, E, D): the physical topology of the EON, where V = {v1, v2, …, vn} represents 

the set of nodes (|V| = n), E = {e1, e2, …, em} represents the set of optical links (|E| = m), 

and D(ei) represents the distance of link ei  E. r = (s, d, B): the connection request, where 
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s  V and d  V represent the source and destination nodes of the request r, respectively. 

B represents the required bandwidth (Gb/s) of the request. F: the number of FSs provided 

by each link of the network. SN(vi): the number of free slicers available on the node vi  

V. SN(vi): the number of free stitchers available on the node vi  V. free(el): the total num-

ber of free FSs available on link el  E. M = {1, 2, 3, 4, 5, 6}: the set of possible modulation 

levels (MLs) corresponding to the set of modulation formats {BPSK, QPSK, 8-QAM, 16-

QAM, 32-QAM, 64-QAM}. ML(p) represents the best modulation level for path p. The 

respective set of maximum transmission distances (or transparent reach, TR) is {250, 500, 

1000, 2000, 4000, 8000}. 

To accommodate the request r, our objective is to identify a pair of link-disjoint paths, 

each capable of providing the required bandwidth of Gb/s. For the request, the allocated 

bandwidth can be assigned to different FS indices on the selected path, given the availa-

bility of slicers and stitchers. In the event of a link failure on the primary path, the backup 

path can ensure the provision of the required bandwidth. 

2.2 Assumptions 

The assumptions of the studied problem are as follows: (1) Each link is equipped with 

a fiber that enables bidirectional signal transmission; (2) The numbers of FSs provided by 

each link is the same; (3) A GB is allocated between two lightpaths; (4) The network is a 

2-connected graph, and only the single-edge failure scenario is considered in this article; 

(5) The DPP scheme and RMLSA routing model are taken into account. 

2.3 Performance Criteria 

Two key metrics are utilized: the bandwidth blocking rate (BBR) and the protection 

resource ratio (PRR). The BBR is determined by calculating the ratio of the rejected band-

width to the total requested bandwidth. It serves as a measure of the system’s effectiveness 

in accommodating the requested bandwidth. The PRR is calculated as the ratio of the total 

number of backup resources to the total number of primary resources.  

3. FS ALLOCATION AND SLICING ALGORITHM 

In this section, we describe two FS allocation algorithms for source slicing and L-

shape slicing. 

3.1 FS Allocation of Source Slicing Scheme 

For the source slicing scheme, the slicing process is applied at the source node, while 

the stitching process is applied at the destination node. The request may be served by sev-

eral slices on the same routing path, with each slice potentially having different FS indices. 

The set of candidate FS slices of the selected path p is denoted as FreeBlock(p) = {(sizej, 

idxj), j = 1, 2, …, xp}, where xp represents the number of slices, and idxj and sizej represent 

the starting index and size of the jth slice, respectively. If the request r is routed using a 

single slice, the minimum number of required FSs on the lightpath p is denoted as N(B, p) 

and can be computed as N(B, p) = B/(12.5  MLopt(p)) + GB. Here, MLopt(p) represents 

the highest modulation level of the path. If the request r is supported by multiple slices (x 
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> 1), the minimum number of required FSs on the path is computed as N(B, p) = B/(12.5 

 MLopt(p)) + x  GB. Consider the example shown in Fig. 2 (a), where the primary path 

of the request r1: A-G (requiring 3 FSs plus 1 GB) is on the path p. In this case, we can 

find FreeBlock(p) = {(3,8), (2,1)} and 2
j=1 size

p
j=1 = 3 + 2  5. 

To determine the allocation of FSs on the path p, the blocks in FreeBlock(p) are sorted 

in descending order based on their size size
p
j. If the request r can be routed using a single 

slice, the slice with the minimum size that is greater than or equal to N(B, p) is selected. 

Alternatively, if there are available slicers at the source node s and stitchers at the destina-

tion node d (i.e., NS(s) > 0  ST(d) > 0), the request may be routed using the source slicing 

scheme. In this case, the block in FreeBlock(p) with the maximum size are selected first to 

be allocated, prioritizing larger blocks to reduce the required number of slicers and stitch-

ers. The time complexity of the Source Slicing Allocation Algorithm is O(hop(p)  F + 

xplogxp), where hop(p)  n represents the number of hops in the path p, and xp is the number 

of slices in the network. As xp  F/2, the worst-case time complexity becomes O(hop(p)  

F + FlogF). The details of the Source Slicing Allocation Algorithm are described in Al-

gorithm 1. 

Algorithm 1: Source Slicing Allocation Algorithm 

 

 

3.2 FS Allocation of L-shape Slicing Scheme 

For the request r = (s, d, B), if path p is selected and node i is the slicing node, the jth 

block with size
p
j is selected, the path p is divided into two segments segp(s, i) and segp(i, d). 

When using the L-shape slicing, the total number of required FSs can be computed as N(B, 

p)hop(p) + hop(segp(i, d)), as shown in Fig. 3 (a). On the other hand, when using the source 

slicing, the total number of required FSs can be computed as (N(B, p)+1)hop(p), as shown 

in Fig. 3 (b). Since hop(segp(i, d))  hop(p), the total number of required FSs for L-shape 
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slicing is smaller than that of source slicing. It’s important to note that both of these 

schemes may consume more resources compared to single-slice routing, which requires 

N(B, p)  hop(p) FSs, as shown in Fig. 3 (c). 

 
          (a)                      (b)                      (c) 

Fig. 3. FS allocation schemes; (a) L-shape slicing; (b) Source slicing; (c) Single slice. 

 
Fig. 4. FS allocation for different L-shapes; (a) L-shape (b); upside down L-shape. 

 

To determine a feasible L-shape slice and mini-block for routing the request on the selected 

path, the selection of the slicing node, the available blocks on the path, and the type of L-shape 

and mini-block are crucial factors that can impact the final selection. Finding the best L-shape 

option can be a time-consuming process. In the proposed algorithm, a first-fit approach is uti-

lized to find and return the first feasible L-shape slice and mini-block combination. 

The details of the Modified L-shape Allocation Algorithm are described in Algorithm 

2. The algorithm focuses on finding the L-shape slice and mini-block. The notation and 

concept of the algorithm are illustrated in Fig. 4 (a), which shows the process for finding the 

L-shape slice. The algorithm for finding the upside-down L-shape slice can be easily ex- 

tended, and its notation and concept are illustrated in Fig. 4 (b). For the selected interme-

diate node i, the path p is divided into two segments s1 = segp(s, i) and s2 = segp(i, d). Then, 

the sets FreeBlock(s1) and FreeBlock(s2) are then obtained as the candidate sets of blocks. 

To find the L-shape block, each block in FreeBlock(s1) is examined to check if it has 

enough free FSs (C). If the starting index of the L-shape block is f1, the maximum size Lmax 

of s2 = segp(i, d) is determined. The remaining required FSs, denoted as req = C − Lmax + 

1, are checked in the set FreeBlock(s2). Additionally, the starting index of the mini-block 

should be greater than f1 + Lmax. The time complexity of the Modified L-shape Slicing 

Allocation Algorithm is O(hop(p)×F + xplogxp +hop(p)×(xp
2)). Thus, the worst-case time 

complexity is O(hop(p)×F+FlogF+hop(p)×F2) = O(hop(p)F2), considering xp  F. 

(a) 
 

(b) 
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4. SURVIVABLE ROUTING ALGORITHMS FOR DPP SCHEME 

In this section, four heuristic algorithms are proposed: the Max-Flow Disjoint Path 

Routing Algorithm (MFDPRA), the Alternate Disjoint Path Routing Algorithm (ADPRA),  

the Semi-Dynamic Path Routing Algorithm (SDPRA), and the Dynamic Path Routing Al-

gorithm (DPRA). The First-Fit (FF) FS allocation is applied for each algorithm. In the 

worst case, ADPRA, SDPRA, and DPRA algorithms consider K  K possible pairs of paths. 

For the MFDPRA algorithm, there are MF  (MF − 1)/2 possible pairs, where MF is the 

maximum number of edge-disjoint paths between the source and destination. In the pro-

posed methods, the first selected pair of paths with an available FS allocation is considered 

the final decision for the request. 
 

Algorithm 2: Modified L-shape Allocation Algorithm 

 

4.1 Max-Flow Disjoint Path Routing Algorithm (MFDPRA) 

In this subsection, we propose the Max-Flow Disjoint Path Routing Algorithm (MFD 
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PRA) and the provide details on the Max-Flow computation. First, we compute a pre-com-

puted set Psd of link-disjoint paths using the Ford-Fulkerson algorithm (FFA) [23]. These 

paths serve as the candidate paths for routing requests. The paths in Psd are then sorted in 

increasing order based on the value N(B, p)  hop(p), where p belongs to Psd. Next, we 

select two paths from the set Psd to be evaluated as the primary and backup paths for the 

request. The time complexity of the MFDPRA is O(nm2), where n is the number of nodes 

and m is the number of links. 

4.2 Alternate Disjoint Path Routing Algorithm (ADPRA) 

In this subsection, we propose the Alternate Disjoint Path Routing Algorithm (ADPRA) 

and provide details on its implementation. First, we compute a pre-computed set Psd = {(p
i
p, 

p
i
b), i = 1, 2, …, K2} consisting of link-disjoint path pairs. This set represents the candidate 

pairs of paths for routing. To construct Psd, we perform the k-shortest path algorithm [24] 

on the network graph G(V, E, D) to find a set of K paths {p
i
p, i = 1, 2, …, K}. For each path 

p
i
p, we construct the graph Gi(V, E, D) by removing all links in p

i
p from G(V, E, D) and 

apply the k-shortest path algorithm on Gi(V, E, D) to find the backup path pb
ij
 for p

i
p, where 

j = 1, 2, …, K. If the backup path pb
ij
 is found, we add the pair of paths (p

i
p, pb

ij
) to the set 

Psd. For each selected path p
i
p and backup path p

i
b we determine the best modulation level 

of the path, denoted as MLopt(p
i
p) and MLopt(pb

ij
), respectively. 

In ADPRA, all path pairs (p
i
p, pb

ij
)Psd are sorted in increasing order based on the 

metrics N(B, p
i
p)  hop(p

i
p) + N(B, pb

ij
)  hop(pb

ij
), where hop(p

i
p) represents the number of 

hops in path p
i
p. Path pairs in Psd are examined and selected in the order they appear in the 

sorted list as primary and backup paths. The time complexity to find the set of link-disjoint 

paths is O(Kn(m + nlogn)).   

4.3 Dynamic Path Routing Algorithm (DPRA) 

In this subsection, the dynamic path routing algorithm (DPRA) that considers link 

spectrum usage on the fly is described. For a given request r = (s, d, B), we define REQ(r) 

as the minimum number of FSs that should be allocated on the network to accommodate 

the request. We assume that a single slice is used to route the request r. For the shortest 

path p from source node s to destination node d on the original network graph G(V, E, D),  

we have REQ(r) = N(B, p). This idea is inspired by a study conducted by Zhu et al. [25], 

where they proposed a dynamic service provisioning algorithm that incorporates a hybrid 

single-/multi-path routing scheme on EONs with the RMLSA model. To search for the set 

of candidate paths for the request, we construct a new graph G(V, E, d) based on link 

spectrum usage, where d represents the weight of link eE and is defined as follows, 

( ) 1

                        if ( ) ( )
( )

( )       otherwise
F free e

F

free e REQ r
d e

w e
− +

+ 
 = 



 (1) 

where free(e) returns the total number of free FSs of link e, and MLmax is the highest mod-

ulation level supported in the network, the weight w(e) of link e is calculated from d(e) as 

w(e) = MLmax − MLopt(e) + 1 [25]. In the new network graph G(V, E, d), a link eE is 

omitted from the path finding if free(e) < REQ(r). Otherwise, the link weight d(e) is pro-

portional to the product of w(e) and the number of used FSs F − free(e) + 1. 
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The set Psd contains K candidate paths, which are found by performing the k-shortest 

path algorithm on the new graph (V, E, d). Paths in Psd are sorted in increasing order acc- 

ording to the new distance d and are examined in order. If the primary path can be found 

and the required number of FSs can be allocated by performing the Modified L-shape Al-

gorithm, then the resources for the primary lightpath are temporarily allocated, and a new 

graph is constructed by removing all links on the primary path. Then, the Dynamic Backup 

Path Finding Algorithm (DBPFA) is performed to find the backup path for the primary 

path. If both the primary and backup lightpaths can be found, then these paths are recorded. 

Otherwise, another possible primary path is selected, and the DBPFA is performed again 

to find the backup lightpath. The details of the DPRA and the DBPFA are described in 

Algorithms 3 and 4, respectively. 

4.4 Semi-Dynamic Path Routing Algorithm (SDSPRA) 

In this subsection, the Semi-Dynamic Path Routing Algorithm (SDPRA) is proposed. 

First, a set Psd of candidate paths is pre-constructed by performing the K-shortest path al-

gorithm [24] on G(V, E, D), and it will be used to find the primary path. The paths in Psd 

are sorted in increasing order according to the cost N(B, p)  hop(p) of path pPsd, and then 

the paths are examined in order. If the examined path can be allocated on the network, the 

primary lightpath is temporarily allocated, and then the link-disjoint backup path is dy-

namically found. The details of the SDPRA are described in Algorithm 5. 

 

Algorithm 3: Dynamic Path Routing Algorithm (DPRA) 

 

 

4.5 Fragmentation-Aware Routing 

 

In this subsection, we present a fragmentation-aware routing method that addresses 

the issue of fragmentation in the survival routing problem. To effectively handle fragmen-

tation, a path-specific fragmentation metric is needed, and the metric should be computed 
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with minimal computation time. Thus, two metrics, namely cuts and misalignment, pro-

posed in [22], were used in the (primary and backup) lightpath provisioning process. 

 

Algorithm 4: Dynamic Backup Path Finding Algorithm (DBAFA) 

 
 

Clearly, for a given connection request, the cut value (a nonnegative integer) is a 

straightforward metric for evaluating the newly introduced spectrum fragmentation along 

a candidate path [22]. The depicted spectrum assignment not only fills up the fragmented 

slot on the candidate path but also resolves (or causes) the misalignment problem between 

the candidate link and its neighboring links. In other words, it may result in fragmentation 

of the existing continuous big spectrum block on the links. the solutions that minimize the 

cut value may conflict with the solutions that minimize the increase in misalignment [22]. 

Therefore, fragmentation-aware routing algorithms should consider both metrics together. 

 

Algorithm 5: Semi-Dynamic Survivable Path Routing Algorithm (SDSPRA) 

 
 

Let’s assume that the number of required FSs of the connection request on the candi-

date path Pi is denoted as FSM. The cut of the candidate path Pi within the selected FS 

range [j, j + FSM + 1] is represented as FCij = elPicut
l
ij. Here, cut

l
ij{0,1} indicates the cut 
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status of the link el when allocating the FSs from j to j + FSM + 1 on the candidate path Pi. 

If the FSs from j to j + FSM + 1 on the link el of path Pi are allocated and result in a cut, then 

cut
l
ij is set to 1; otherwise, cut

l
ij is set to 0. The value of FCij falls within the interval [0, 

hop(Pi)], where hop(Pi) represents the number of links in the path Pi. The misalignment of 

the candidate path Pi within the selected FS range [j, j + FSM + 1] is represented as FMij and 

defined by Eq. (2), 

1
( , , ).

M

l i l el

j FS

ij l le P e N j j
FM A e e j

+ +

     =
 =    (2) 

In the equation above, Nel refers to the set of links that are adjacent to the link elPi 

but not part of Pi. The misalignment for the link el in Pi and the neighboring link el in Nel 

for allocation on the jth is denoted as FS A(el, el, j), where A(el, el, j){0, 1}. If there is a 

misalignment, then A(el, el, j) = 1; otherwise, A(el, el, j) = 0. The value of FMij falls within 

the interval [0, elPi|Nel|  hop(Pi)  FSM], where |Nel| represents the number of links in 

Nel.  

Then, the cut and misalignment are utilized to select the path and the FS range j~(j + 

FSM − 1) for the path. The primary consideration is as follows: if the number of required 

FSs for candidate paths is the same, the path and spectrum assignment(s) with the mini-

mum cut is selected. If the number of required FSs and the cut of candidate paths are also 

the same, the path and spectrum assignment(s) with the minimum misalignment are se-

lected. To achieve this objective, the cut and misalignment are normalized to the range [0, 

1]. The cost function Fcmt for the selected path Pi and FS range [j, j + FSM − 1] is defined as 

Eq. (3), 

2( ) ( 1) ( )
( ) .cmt i

ij ij

i iM

FC FM

hop P FS n hop P
F cost P

 − 
= + +  (3) 

           
(a)                   (b)                          (c) 

Fig. 5. Simulation networks; (a) COST239; (b) NSF14; (c) NSF24. 

5. SIMULATION RESULTS 

The proposed algorithms were implemented using the C++ programming language. 

Simulations were conducted on an ad hoc simulator running on a personal computer with 

the following specifications: Intel Core i7-11700 processor with 8 cores, clocked at 2.50 

GHz, 16.0 Gigabytes RAM, and running the Windows 11 Pro 64-bit operating system. 

Three topologies, namely COST239, NSF14, and NSF24 (shown in Fig. 5), were used for 

the simulations. All links in these networks are bidirectional, and each fiber is assumed to 

have 300 available FSs. In these simulations, static traffic was used, where the connection 



SURVIVABLE ROUTING WITH SLICERS FOR DPP SCHEME 889 

request bandwidth was randomly generated. The average bandwidth of each connection 

was calculated as 150  load, where load represents the load factor. Different values of the 

load factor were used in the simulations to investigate various traffic scenarios. The traffic 

was uniformly generated randomly between 10 Gb/s and 290 Gb/s for each pair of nodes 

in the network. Six types of modulation formats were considered. The parameter K, which 

determines the number of candidate paths considered for routing the request (both for the 

primary and backup lightpaths), was set to the default value of 3. This means that three 

candidate paths were examined, and if there were no available free slots to allocate on the 

selected path, the request was considered blocked. Each node in the network was equipped 

with 60 slicers and 60 stitchers, which are used for the slicing and stitching of optical 

signals, respectively. 

5.1 Simulated Algorithms 

For each proposed algorithm, two slicing schemes were applied: source-slicing (_S) 

and L-shape-slicing (_L). In addition, the no-slicing (_N) routing algorithm was also im-

plemented for comparison. The BBR, PRR, and CPU time of each slicing scheme and each 

proposed algorithm were compared. Two heuristic unicast routing algorithms proposed in 

[26] were also implemented and used for comparison. They are improved kSP (IKSP) 

and modified shortest path 2 (MSP2) algorithms. 

The IKSP algorithm is a modified version of the k-shortest paths algorithm and can 

be classified as fixed alternate routing algorithm. It determines a set of the shortest paths 

whose lengths are determined by the number of links (or hops), and the paths of equal hops 

are sorted in ascending order based on the actual length. For each candidate path, the ag-

gregated spectrum is determined, and the modulation level and required number of slots 

are determined based on the actual length. The aggregated spectrum is searched using the 

first-fit procedure. The computational complexity of the IKSP algorithm is O(Knm + Kn2 

logn + nF). 

Table 1. Time complexity of all proposed algorithms. 
Alg. Slic. Time complexity Alg. Slic. Time complexity 

FA 

N O(hop(p)F) = O(nF)  

 

 

   

S O(hop(p)F+FlogF) 

 𝑂(𝑛𝐹 + 𝐹𝑙𝑜𝑔𝐹) 
   

 
O(MLmaxn3F) 

 

L O(hop(p)F2) = O(nF2)  

 
   

MFDPRA 

 O(nm2+n2FA)  

 
SDPRA 

 O(KmF+K2nm+K2n2logn+K2FA) 

N O(nm2+n3F)  

 
N O(KmF+K2nm+K2n2logn+K2nF) 

S O(nm2+n3F+FlogF) S O(KmF+K2nm+K2n2logn+K2nF+K2FlogF) 

L O(nm2+n3F2)  

 
L O(KmF+K2nm+K2n2logn+K2nF2) 

ADPRA 

 O(Knm+Kn2logn+K2FA)  

 
IKSP 

 O(K2nm+K2n2logn+K2FA) 

N O(Knm+Kn2logn+K2nF) N O(K2nm+K2n2logn+K2nF) 

S O(Knm+Kn2logn+K2nF+K2FlogF) S O(K2nm+K2n2logn+K2nF+K2nFlogF) 

L O(Knm+Kn2logn+K2nF2) L O(K2nm+K2n2logn+K2nF2) 

DPRA 

 O(KmF+K2nm+K2n2logn+K2nF2) 

MSP2 

 O(MLmaxmF+MLmaxn2FA) 
 N O(KmF+K2nm+K2n2logn+K2nF) N O(MLmaxn3F) 
 S O(KmF+K2nm+K2n2logn+K2nFlogF) 

 
S O(MLmaxn3F+MLmaxn2FlogF) 

L O(KmF+K2nm+K2n2logn+K2nF2) L O(MLmaxn3F2) 
 

The MSP2 algorithm is a modified version of Dijkstra’s algorithm and can be clas-

sified as adaptive routing. The MSP2 algorithm uses the utilization of network links, where 

loaded links are assigned a slightly higher weight and omitted on the calculated paths. The 
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link weights in the network are multiplied by a coefficient that takes into account the uti-

lization of the network links. This algorithm is iterative, with each iteration finding the 

minimum weight path for a given modulation level m[1, MLmax]. If the required FSs can 

be allocated along the selected path, it is returned. Otherwise, the modulation level de-

creases and the process is repeated. The computational complexity of the MSP2 algorithm 

is O(MLmax  Fn2).   

 

Fig. 6. CPU time results for different values of K and different algorithms and different slicing 

schemes on networks; (a)-(c) COST239; (d)-(f) NSF14; (g)-(i) NSF24. 

 

These algorithms were applied to find a pair of link-disjoint paths for each request. 

The primary path p is found by performing the algorithm, and then all links passed by the 

primary path are removed from the graph. Finally, the backup path is found by performing 

the same algorithm. In the MSP2 algorithm, a pair of link-disjoint paths is found, while in 

the IKSP algorithm, K2 pairs of link-disjoint paths are found. 

5.2 Computation Time 

The worst-case time complexity of the six algorithms and three FA slicing schemes 

is summarized and shown in Table 1. Additionally, the CPU time in seconds for the three 

networks, different slicing schemes, and different values of K (in 1, 2, 3, 4, 5, 6) is shown 

in Fig. 6. Fig. 6 illustrates that the CPU time in seconds for the ADPRA, DPRA, SDPRA, 

and IKSP algorithms increases as the value of K increases. The CPU time for the MFDPRA 

and MSP2 algorithms remains unchanged because a fixed number of candidate pairs of 

link-disjoint paths are examined. The results in Figs. 6 (a)-(c) indicate that the ADPRA is 

the most time-consuming routing algorithm when the value of K is greater than 4 for the 
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COST239 network. On the other hand, the MFDPRA is the quickest routing algorithm. 

The DPRA algorithm is faster than the IKSP and ADPRA algorithms. From the analysis 

presented in Table 1 and Fig. 6, it can be observed that for the same algorithm but with 

different slicing schemes, L-shape slicing is the most time-consuming slicing scheme, 

while no-slicing is the quickest slicing scheme. 

5.3 BRR Performance 

First, the simulation results of BBR for different algorithms and different slicing 

schemes are shown in Fig. 7 for the COST239 network. Figs. 7 (a)-(c) depict the BBR for 

different routing algorithms and different slicing schemes for different values of K. It can 

be observed that the value of K does not affect the BBR of the MFDPRA and MSP2 algo-

rithms since the number of candidate disjoint paths is fixed in the given network. However, 

for the other algorithms with different slicing schemes, as the value of K increases, the 

BBR value decreases. This suggests that the value of K may impact the dynamic search for 

primary and backup paths, and increasing the value of K can lead to a reduction in the BBR.  

 

Fig. 7. BBR simulation on COST239 network: (a)&(d) L-shape slicing; (b)&(e) source-slicing; 

(c)&(f) no-slicing DRPA. 

 

Figs. 7 (d)-(f) show the simulation results of BBR for different routing algorithms and 

different slicing schemes for different load values. It can be observed that the DPRA 

achieves the lowest BBR for most cases, while the MSP2 algorithm yields the highest BBR 

for different slicing schemes on the COST239 network. The IKSP algorithm performs as 

the second-best algorithm in terms of BBR on the COST239 network. Additionally, for 

most slicing schemes, the MFDPRA exhibits the second-worst BBR performance. Further-

more, the simulation results shown in Fig. 8 demonstrate that, in most cases, the BBR of 

the algorithm with the L-shape-slicing scheme is superior to that of the other slicing 

schemes. The fragmentation-aware FS allocation scheme can achieve a better BBR com-

pared to the no-slicing scheme, but it may be worse than that of the source and L-shape 

slicing schemes. 
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First, for the NSF14 network, the simulation results of BBR for different algorithms 

and different slicing schemes are shown in Fig. 9. First, the simulation results of BBR for 

different algorithms and different slicing schemes are shown in Fig. 9 for the NSF14 net-

work. Figs. 9 (a)-(c) illustrate the BBR for different routing algorithms and different slicing 

schemes for different values of K. Similar to the COST239 network, the value of K does 

not affect the BBR of the MFDPRA and MSP2 algorithms. However, for the other algo-

rithms with different slicing schemes, as the value of K increases, the BBR value decreases.  

This observation suggests that the value of K can impact the dynamic search for pri-

mary and backup paths, and increasing its value can lead to a reduction in the BBR. In 

these simulations, the BBR performance of the DPRA algorithm is approximately 5% 

lower than that of the IKSP algorithm. 

 

Fig. 8. BBR simulation on COST239 network for different load and different algorithms: (a) MFD 

RPA; (b) ADPRA; (c) DRPA; (d) SDPRA; (e) IKSP; (f) MSP2. 

 

The simulation results of BBR for different routing algorithms and different slicing 

schemes for different load values (in 1, 2, 3, 4, 5, 6) are shown in Figs. 9 (d)-(f) for the 

NSF14 network. The DPRA algorithm consistently achieves the lowest BBR for all load 

scenarios, indicating its effectiveness in minimizing blocking. On the other hand, the 

MFDPRA algorithm exhibits the highest BBR among the different slicing schemes on the 

NSF14 network. The IKSP algorithm performs well, achieving the second-best BBR per-

formance, followed by the ADPRA algorithm. The simulation results shown in Fig. 10 

demonstrate that in most cases, the BBR of the algorithm with the L-shape-slicing scheme 

is better than that of the other slicing schemes. This suggests that the L-shape slicing 

scheme can effectively improve the BBR performance in the NSF14 network. 

For the NSF24 network, the simulation results of BBR for different algorithms and 

different slicing schemes are shown in Fig. 11. The simulation results of BBR for different 

routing algorithms and different slicing schemes for different values of K are shown in 

Figs. 11 (a)-(c). Similar to the previous networks, the value of K does not significantly 

affect the BBR of the MFDPRA and MSP2 algorithms, as they have a fixed number of 

candidate disjoint paths. For the other algorithms on different slicing schemes, as the value 

of K increases, the BBR value decreases, indicating that a larger value of K allows for 

better routing and lower blocking rates. 
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Fig. 9. BBR simulation on NSF14 network: (a)&(d) L-shape slicing; (b)&(e) source-slicing; (c)&(f) 

no-slicing DRPA. 

 

 
Fig. 10. BBR simulation on NSF14 network for different load and different algorithms: (a) MFDRPA; 

(b) ADPRA; (c) DRPA; (d) SDPRA; (e) IKSP; (f) MSP2. 

 

In these simulations, the BBR performance of the DPRA algorithm is lower than that 

of the IKSP algorithm by approximately 4%. Furthermore, for the no-slicing scheme, the 

SDPRA algorithm achieves a lower BBR compared to the IKSP algorithm on the NSF24 

network. These results demonstrate the effectiveness of the SDPRA algorithm in minimiz-

ing blocking when no slicing is applied. 

The simulation results of BBR for different routing algorithms and different slicing 

schemes for different load values (ranging from 0.3 to 3.0) are shown in Figs. 11 (d)-(f). 

Among the algorithms, the DPRA consistently achieves the lowest BBR for all load levels, 

indicating its effectiveness in minimizing blocking in the NSF24 network. On the other 
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hand, the MSP2 algorithm tends to have the highest BBR among the algorithms for dif-

ferent slicing schemes, indicating its relatively higher blocking rate. The IKSP algorithm 

performs well, achieving the second-best BBR performance for different load levels when 

using both L-shape and source slicing schemes. However, for the no-slicing scheme, the 

SDPRA algorithm outperforms the IKSP algorithm, achieving a lower BBR. 

The simulation results in Fig. 12 demonstrate that in most cases, the L-shape slicing 

scheme leads to a lower BBR compared to the other slicing schemes. In particular, for the 

ADPRA, DPRA, and IKSP algorithms, using the L-shape slicing scheme can reduce the 

BBR by approximately 10% compared to the other slicing schemes. 

 

 
Fig. 11. BBR simulation on NSF24 network: (a)&(d) L-shape slicing; (b)&(e) source-slicing; (c)&(f) 

no-slicing DRPA. 

Fig. 12. BBR simulation on NSF24 network for different load and different algorithms: (a) MFDRPA; 

(b) ADPRA; (c) DRPA; (d) SDPRA; (e) IKSP; (f) MSP2. 
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5.4 PRR Performance 

Fig. 13 presents the PRR performance of all algorithms and different slicing schemes 

for various load levels on all networks. However, it can be observed that for the DPP 

scheme, the PRR values of all algorithms (except for the MSP2 algorithm in the light load 

case) consistently exceed 1.0, and in some cases, they even reach 1.9. This implies that the 

backup resources are scarce and difficult to find for short-distance paths, leading to longer 

paths being used as backup paths and consequently increasing the PRR values. For the 

MSP2 algorithm, since it always finds the minimum hop paths to route the connection 

request, if the FS allocation is available, the PRR value can remain low. For different net-

works and slicing schemes, as the load increases, the PRR of the MFDRPA and MSP2 

algorithms also increases. This can be attributed to the fact that the backup resources be-

come more challenging to allocate for short-distance paths, resulting in longer paths being 

selected as backup paths. Since the MFDRPA and MSP2 algorithms have a lower number 

of candidate paths compared to the other algorithms, they are more likely to choose longer 

paths, leading to higher PRR values. 

Fig. 13 indicates that the DPRA algorithm consistently achieves the best PRR for 

most cases, regardless of the slicing scheme used. Furthermore, there is little variation in 

the PRR values across different slicing schemes. This suggests that the backup resource 

allocation process is challenging for both short-distance and long-distance paths, resulting 

in similar PRR values across slicing schemes. 

 

Fig. 13. PRR simulations on networks for different slicing schemes and different loads: (a)-(c) 

COST239; (d)-(f) NSF14; (g)-(i) NSF24. 
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5.5 Effect of Number of Slicers 

Fig. 14 presents the BBR results of the source-slicing and L-shape slicing schemes 

for all proposed algorithms on the three networks (COST239, NSF14, and NSF24) with K 

= 3. The load factor load is set to 6, 2, and 1 for the COST239, NSF14, and NSF24 net-

works, respectively. Additionally, the number of slicers per node is varied in the range of 

{10, 30, 50, 70, 90, 110, 130, 150}. 

The simulation results depicted in Fig. 14 reveal that as the number of slicers per node 

increases, the BBR decreases. This suggests that having a higher number of slicers per 

node enables more efficient allocation of resources, leading to lower blocking rates. Fur-

thermore, it can be observed that the L-shape slicing scheme consistently outperforms the 

source-slicing scheme in terms of BBR. This implies that the L-shape slicing scheme offers 

better resource utilization and allocation efficiency, resulting in lower blocking rates com-

pared to the source-slicing scheme. 

One possible explanation for these findings is that under heavy loads, slicers may 

become less efficient and struggle to allocate resources effectively. As a result, the source-

slicing scheme may experience higher blocking rates compared to the L-shape slicing 

scheme, which demonstrates the advantages of the latter in such scenarios. 

 

 
Fig. 14. BBR for different number of slicers (a) COST239; (b) NSF14; (c) NSF24. 

5. CONCLUSIONS 

In this paper, we have investigated the problem of survivable routing in the context 

of the RMLSA model on EONs with slicers. The objective is to develop routing methods 

that can effectively handle connection requests while satisfying their specific requirements. 

To address this problem, we have considered the DPP protecting scheme and proposed 

four heuristic algorithms. These algorithms aim to find suitable primary and backup paths 

for each request, considering factors such as available resources, modulation levels, and 

link spectrum usage. 

Our findings indicate that the L-shape slicing scheme outperforms the source slicing 

and no-slicing schemes in terms of blocking rate (BBR). By using the L-shape slicing 

scheme or the source-slicing scheme, we can achieve lower BBR compared to the no-

slicing scheme. Additionally, we have observed that increasing the number of candidate 

paths considered during the routing process can help reduce the BBR. This suggests that 
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exploring a wider range of path options improves the chances of finding suitable primary 

and backup paths. In conclusion, our study has provided insights into the survivable rout-

ing problem in EONs with slicers. The proposed algorithms, particularly those utilizing L-

shape slicing or source-slicing schemes, offer effective solutions for minimizing band-

width blocking rates and improving network performance. 
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