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In order to study brain functions and connectome, scientists need to register and warp
source image data of some model organism, e.g. Drosophila, into a pre-defined standard
atlas. Such registration and warping procedure is conventionally driven and constrained by
point clouds extracted from contour edges of manually-segmented landmark tissues within
a 2D+Z image volume. However, it is difficult to register two dense 3D point clouds. The
fitness between spatial distributions of two point clouds cannot guarantee the matchness be-
tween 3D anatomical surfaces from which point clouds were sampled. Hence, to settle down
this problem, we propose in this paper a strategy to register 3D point clouds of Drosophila
brain in 2D parameterization domain. Our contributions are twofold. First, instead of regis-
tering point clouds directly, our method was designed to register two mesh surface models,
each defined by a to-be-registered point clouds, so that the anatomical shape details de-
scribed by the point cloud can be aligned after registration. Second, the proposed method
performs registration/warping in a parameterization domain, and hence it no longer needs
a rigid transformation to globally align and scale the input models. Experiments show that
the surface-to-surface distance is reduced after registration and warping process. For mod-
els with an about 1100-voxel-long bounding box diagonal, the average surface-to-surface
distance is reduced to about 0.1 voxel after registration. The proposed method is effective.

Keywords: point cloud registration, surface registration, parameterization, Drosophila br-
ain, mesh surface model

1. INTRODUCTION

Since National Institutes of Health (NIH) launched Human Connectome Project
(HCP) in 2009, systematic studies on both neuron-to-neuron and structure-to-function
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relationship in brain have caught public attentions. Because scientists need a 3D brain
road-map, i.e., a 3D brain standard model, to explore the labyrinth of neuron circuitry,
several representative 3D standard brains of model organisms, e.g. sphinx moths [1],
honey bees [2], and desert locusts [3], were already developed for this purpose. Back-
bone techniques for developing a standard brain are registration and warping methods, as
mentioned in standard brain construction methods, such as ISA (iterative shape averag-
ing) [4], VIB (virtual insect brain) [5], and Shao et al.’s method [6]. Both ISA and VIB
are designed for constructing a probabilistic standard brain model, whereas Shao et al.’s
method concentrates on the development of a stereotypical 3D standard brain model. In
addition to standard brain construction strategies, scientists still need image atlasing meth-
ods to align microscope image volumes with a pre-defined standard reference model [7],
and image atlasing methods also operate on the basis of registration techniques. The
proposed method focuses on registering two 3D mesh surfaces defined by dense point
clouds. It aims to derive a mapping relationship, i.e. the function Π described in Eq.
(13), between two surfaces. Such mapping relationship will be considered in the future as
boundary constraints for atlasing and warping images into a stereotypical standard brain
model, e.g. the one derived by Shao et al.’s method [6]. Hence, the proposed method is
different from probabilistic approaches, such as ISA and VIB, intrinsically.

Registration methods are driven by landmark correspondences. However, although
the registration/warping accuracy within landmarks’ local neighborhoods can be guaran-
teed, it is difficult to align regions that are distant from landmarks or not dense with land-
marks. This fact leads a common artifact that while landmark points within the source
are all well-aligned to those on the target, the entire 3D shape of the source might be
not. In order to solve this issue, several surface-constrained registration framework were
proposed by taking especially the point cloud on a 3D surface into account and exploiting
3D surface as a boundary condition in the registration process [8, 9]. Consequently, the
accuracy of surface registration, or the point cloud registration equivalently, becomes a
performance bottleneck in common biomedical image volume registration problems.

The point cloud registration problem is very similar to the surface registration issue.
Due to the development of imaging technologies, organs and its surrounding tissues can
all be represented as point clouds, in which each vertex is sampled from target surfaces via
imaging devices [10], so point clouds are often converted to polygonal or triangular mesh
modelsvia a meshing [11] or a surface reconstruction procedure [12] for visualization and
animation purposes. Specifically speaking, by giving a point cloud V a graph structure
(i.e., the adjacency matrix) G via meshing or surface reconstruction techniques, a mesh
surface modelM(V,G) can be defined. Consequently, the point cloud registration issue
in biomedical applications can be regarded as a mesh surface registration problem, i.e., a
graph-assisted cloud registration task in some sense.

In this paper, we proposed a parameterized point cloud registration strategy for align-
ing 3D brain surface of Drosophila, i.e., fruit fly, one of the most proper model for neural
connectivity researches [6, 13–18] because of its small enough brain yet rather sophis-
ticated behavioral repertoire. Although the proposed method aims to solve a very spe-
cial point cloud registration issue, it has following primary advantages and contributions.
First, we formulate a complex 3D fly brain registration issue as a tractable 2D registration
problem via a 2D parameterization domain for fly brain surface. This idea, similar to
those stated in [6, 19], is to introduce an intermediate reference platform for data align-
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ment and integration. Second, our registration process is triggered by correspondences
between boundary points on the parameterization domain. Such design makes the pro-
posed method can skip the global registration process and take surface boundaries as
crest-lines [20], so even surface textures can be aligned well through our method.

The rest parts of this paper are organized as follows. In Section 2, several benchmark
point cloud registration method will be reviewed; then, in Section 3, each stage of the
proposed method will be elaborated. Finally, we demonstrate our experiment results in
Section 4 and draw our conclusions in Section 5.

2. RELATED WORK

There have been many point set registration approaches. The most classical method
is ICP (iterative closest point) algorithm [21]. Assuming each vertex in the source point
cloud Vs corresponds with the closest vertex to it in the target point cloud Vt, ICP per-
forms rigid registration in an iterative way by updating source vertex coordinates via
an estimated least-square rigid transformation of each iteration. Therefore, ICP can work
best if the initial guess of the rigid transformation is given or if the initial pose of Vs is suf-
ficiently close to that of Vt, but it cannot handle local non-rigid deformations. Moreover,
the NDT (normal distributions transform) [22,23] uses standard optimization techniques,
applied to statistical models of 3D points, to determine the most probable registration be-
tween two point clouds. NDT subdivides the space containing a point cloud into cells.
To each cell, it assign a normal distribution that models locally the probability of mea-
suring a point. Hence, NDT can derive a transformation with piecewise continuous and
differentiable probability density, and NDT requires no explicit correspondences accord-
ingly. Additionally, Myronenko et al. developed Coherent Point Drift (CPD) method for
non-rigid point-cloud registration [24]. CPD also takes a probabilistic approach to align
point sets. Unlike earlier approaches to non-rigid registration that exploit deterministic
approaches, such as the thin-plate-spline (TPS) model [25–27], CPD assumes instead the
point set represents the Gaussian mixture model (GMM) centroids. Consequently, when
two point sets are best registered, the GMM posterior probability for a given data point
should reach its maximum. Myronenko et al. called their method coherent because the
GMM centroids, in their design, are forced to move coherently as a group to preserve the
topological structure of the point sets. However, CPD is not so suitable for large scale
point cloud registration due to computational complexity, as reported in [28], and the fact
that the alignment in probability cannot guarantee the matchness for each vertex position.

The most relevant research work to our problem is Nain et al.’s routine [29]. Nain
et al. derived a multiscale comparison of human hippocampus models, reconstructed from
point clouds, by surface registration. To register those surface models, Nain et al. used
conformal mapping to map input hippocampus models to a sphere at the beginning stage.
Next, they remeshed the mapped models – that is, resampling the point cloud – to make
their connectivity information identical. Finally, they registered each remeshed model and
then applied spherical wavelet transform [30] to derive the multiscale comparison results.
However, because the Drosophila brain model reconstructed from confocal microscope
image volume is topologically a torus rather than a sphere, it is impossible to adopt Nain
et al.’s method and map a Drosophila brain to a unit sphere. Consequently, we developed
our parameterized non-rigid point cloud registration method.
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3. REGISTERING 3D POINT CLOUDS IN 2D
PARAMETERIZATION DOMAIN

The goal of the proposed method is to register two fly-brain point clouds, i.e., Vs and
Vt, while preventing the relative relationship among vertices of each point cloud altered.
In other words, the 3D surface structure described by each point clouds must be retained
after registration. Because meshing algorithms capable of reconstructing a surface model
M(V,G) from a point cloud V are matured, e.g., [11, 12, 31], and 3D scanning devices
can generate a mesh surface model by scanning an object surface, we here assume all
to-be-registered point clouds were transformed into mesh surface models in advance. As
a result, we focus in this paper on the surface registration process, which can be regarded
as a graph-assisted point cloud registration method, for fly brain models. The proposed
method is therefore implemented in three stages, namely; (i) parameterization (prepro-
cessing); (ii) thin-plate spline registration, and iii) surface reconstruction.

The fly brain model is topologically a 3D torus. Hence, we need several prepro-
cessing sub-steps, including trimming, simplifying and smoothing, to map a 3D fly brain
model onto a 2D parameterization domain. This first stage ends by recording the map-
ping relationship asΠ :R3→R2. Next, the second stage aims to register two input models
in the parameter domain, i.e., Π(Vs) and Π(Vt). Here we run 2D TPS-based (thin-plate
spline) registration method and take boundary vertices on the parameterization domain
as necessary landmarks. Finally, we reconstruct a well-aligned 3D surface model, i.e.,
3D point cloud, in the third stage by transforming a deformed 2D parameterization re-
sult inversely back to vertex domain through Π−1. Note that all interpolation required in
our registration routine is computed according to the local neighborhood described by the
graph structure G.

Fig. 1. Block diagram of the proposed method.

Fig. 1 shows the flow diagram of the proposed method, and each stage will be de-
tailed in following subsections.
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Fig. 2. Top view of a Drosophila brain model. Because of the esophagus, the Drosophila (fruit
fly) brain model is topologically a torus model. Highligthted in black are two optical lobes. In this
paper, we focus on the registration of the main brain part.

3.1 Parameterization

The parameterization stage aims to transform a 3D input mesh surface model
M(V,G) into a 2D parameterization space, i.e., M(Π(V),G). Here, Π represents the
mapping function obtained after the parameterization process; and, V and G denote the
vertices and the graph recording the geometric relationship, i.e., the connectivity, of the
given mesh surface modelM, respectively.

The esophagus running through the fly head makes the Drosophila brain model a
topological torus, as illustrated in Fig. 2, and consequently conventional parameteriza-
tion strategy that maps a to-be-processed mesh model onto a spherical domains is not
applicable in our case. Therefore, we dissect a to-be-registered brain surface model into
two hemi-surfaces and then map each of them onto a 2D rectangle space to achieve pa-
rameterization instead. Specifically speaking, our parameterization stage consists of four
sub-stages, namely, 1) surface simplification, 2) model trimming and dissecting, 3) sur-
face smoothing, and 4) model parameterization.
(A) Simplification: The input surface models can be simplified (subsampled) by any
classical benchmark mesh simplification algorithm, e.g. PM [32], QEM [33], MAPS [34],
or other tools, e.g. MeshLab [35] and MATLAB built-in function pcdownsample, to
reduce both computational time cost and memory cost. However, mesh simplification
always accompanies with more or less distortions. We need to check if the distortion is
tolerable after simplification. For a point cloud describing a complex shape like a fly brain
or any tissue/neuropil within, we recommend not to reduce the number of points (vertices)
to less than 10,000, as we will discuss via Fig. 7 in Section 4. Note that this sub-stage
can be optional.
(B) Trimming and dissecting: The main purpose of this substage is to trim uninteresting
regions, e.g. optical lobes, and then dissect the region of interest, e.g. main brain part, into
two hemi-spheres, as illustrated in Figs. 2 and 3 (a). Because the main brain part contains
more than a hundred thousand neurons inside, as demonstrated in neuron images on the
FlyCircuit database [36], people would like to pay more attention to it in Drosophila
brain surface model registration problems. Therefore, we regard the main brain part as
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(a) (b)
Fig. 3. Trimmed and dissected half brain surface; (a) Example of half brain surfaces; (b) The central
hole (esophagus) and the four boundaries.

the region of interest (ROI) in our registration procedure and disregard the optical lobes
containing only neurons related to visual signals.

To dissect the brain surface model, we use the Drosophila brain coordinate system
proposed in [37] to define the upper and lower half brain surfaces by using a brain bound-
ing box. We dissect the bounding box of brain surface model into upper and lower halves,
and each of the half bounding boxes defines a half-brain surface.
(C) Smoothing: Because complex textures on brain surface may perplex the parameteri-
zation, the input brain surface has to be smoothened. We apply the average kernel used
in Loop subdivision scheme [38, 39] on all vertices to smoothen the input mesh surface
model. The Loop subdivision scheme was designed to send an interpolated vertex v̂ to
where it is supposed to be, i.e., the target position v, on the limit surface [38] by following
equations.

v =
1

α(n)+n

v̂+ ∑
vi∈N(v̂)

vi

 (1)

=
α(n)
α(n)+n

v̂+
n

α(n)+n

1n ∑
vi∈N(v̂)

 , (2)

with

α(n) =
n(1−β(n))
β(n)

, and (3)

β(n) =
5
4
−

(3+2cos(2π/n))2

32
, (4)

where N(v̂) denotes the one-ring-neighborhood of v̂, and n is the cardinality of N . The
average kernel in Eq. (2) moves a vertex to some place between its original position and
the berycenter of its connecting vertices, and therefore it is able to smoothen the surface
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Fig. 4. Examples of smoothing results.

model, as demonstrated in Fig. 4.
(D) Parameterization: In this sub-stage, each vertex vi ∈ V in the processed half brain
surface is mapped to its counterpart qi in the rectangle parameterization domain. Another
goal of this sub-stage is to record the mapping function Π describing the relationship
qi = Π(vi).

As illustrated in Figs. 3 (b) and 5, a half brain surface has five primary boundaries,
namely (i) central hole; (ii) upper boundary; (iii) lower boundary; (iv) left boundary, and
v) right boundary. To derive the parameterized resultM(Π(V),G), we first map each of
the five boundaries to their counterparts in rectangle domain, and then we apply Loop
average kernel on all qi to make interior vertices moving toward to boundaries properly
and uniformly-distributed in the rectangle (parameterization) space 1.

Finally, because we map all to-be-registered models onto an intermediate reference
domain, our parameterization procedure can be regarded as the global alignment process
used in common registration method. Hence, with the aid of the parameterization process,
we can skip typical global rigid transformation and run TPS-registration non-rigid local
transformation directly. Also, note that the mapping function Π that records the param-
eterization process and the correspondence between qi and vi will be used to inversely
transform the parameterization domain to the 3D surface in the reconstruction stage.

1Based on our experiment results, it needs about 500 smoothing iterations.
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Fig. 5. 2D rectangle parameterization domain. The parameterization stage aims to map each vertex
v ∈ R3 on the 3d surface onto a point p ∈ R2 in this 2d rectanble domain.

3.2 TPS Registration

Given a n pairs of corresponding landmarks pi and qi, i= 1, · · · ,n in spaces of dimen-
sion d, the TPS registration aims to find a continuous transformation T =Rd→Rd, which
can minimize a given objective function and fulfill the interpolation conditions [25, 26]:

qi = T (pi), i = 1, · · · ,n. (5)

Based on the objective function and results given in [26,40], the analytic solution for any
interior point x = [x,y]T could be approximated as

T (x) =
M∑
ν=1

ανϕν(x)+
n∑

i=1

wiU(X, pi), (6)

with basis functions U(X, pi). Here, the basis functions U(X, pi) span the n-dimensional
space depending on landmarks pi, and the nullspace is spanned by ϕ1(X) = 1, ϕ2(X) = x,
and ϕ3(X) = y. Meanwhile, coefficients αν and wi in Eq. (6) can be obtained by solving
the following system of linear equations:

Ψα+Kw = p̂ (7)
ΨTw = 0, (8)

where Ki, j = U(pi, p j), Pi, j = ϕ j(pi), and p̂ is the column vector of one component of
the coordinates of the landmarks qi of the to-be-registered source data. The constraint
PT w = 0 represents the boundary conditions and ensures that the elastic part of the trans-
formation is zero at infinity.

In our implementation, for two landmark point sets VQ and VP, we determine the
point correspondence (pi,qi) by pi = argmink |qi − pk |, ∀pk ∈ VP and ∀qi ∈ VQ. Again,
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note that in our method both VQ and VP contain boundary vertices of the parameterization
domains. Also, we adopt radial basis functions U(x, pi) of following form:

U(p,q) = ||p−q||2log||p−q||2, (9)

and we also introduce a user-specified diagonal matrix W−1 whose diagonal entries denote
weights of landmarks. As a result, we modified Eq. (7) as

Ψα+ (K+λW−1)w = p̂, (10)

where λ ≥ 0 is a regularization term used to control the smoothness of the deformation
field.

Finally, the proposed method interpolates the interior vertices by exploiting land-
mark points on both inner boundary (i.e., central hole) and outer boundary of the param-
eterization domain. Hence, our method is triggered by boundary conditions and thus can
retain boundary shapes better than conventional TPS-based approaches. Also, W−1 is
designed to control the influences of different landmarks because biologists would like to
give larger weights to landmarks near important organs, tissues or anatomical structures.

3.3 Surface Reconstruction

This stage aims to send warped vertices back to 3D surface by using the berycentric
coordinate coefficients derived in parameterization domain. Briefly, any warped vertex
T (xsource) in the 2D parameterization space must lie in one of the triangular patches, i.e.,
∆pa pb pc, belonging to M(Π(Vtarget),Gtarget). Therefore, based on berycentric coordi-
nate, T (xsource) can be represented as the convex combination of pa, pb, and pc. that
is,

T (x) = αΠ(pa)+βΠ(pb)+γΠ(pc), (11)

with α+β+γ = 1 and α, β, γ > 0. (12)

As a result, a registered and warped vertex in parameterization domain can be in-
verse-transformed to 3D surfaceM(Π−1(T (Vsource)),Gsource) by

Π−1(T (x)) = αpa+βpb+γpc. (13)

4. EXPERIMENT RESULT

4.1 Dataset

The point clouds used in our experiments are the contour points of the manual
segmentation results of image volumes acquired by a Zeiss LSM 510 confocal micro-
scope. The sampling resolutions of the source image volume along x-, y- and z-direction
are respectively 0.35, 0.35 and 1.0 µm; that is, the spatial size of each image voxel is
0.35× 0.35× 1µm3. All 3D brain surface models were constructed by using a biomedi-
cal image processing software Amira [31]. Also, all distances/lengths, e.g. surface-to-
surface distance and length of bounding-box diagonal (BBox diagonal), reported in this
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(a)                                                                                       (b)
Fig. 6. Illustration of Brian-1 in wire-frame style. Here we show edges connecting vertices pairs. 
Because it diffi cult to illustrate a point could containing about 100,000 vertices, we show a point 
cloud V by phong-shading it surface model M(V,G) in this paper.

paper were measured in voxel. Finally, Table 1 lists detail information of meshed point
clouds we used in this paper. We also show a wire-frame model in Fig. 6 to illustrate the
anatomical shape of fly brain. Note that because the point cloud constituting the brain
surface is too dense to be clearly demonstrated, we show only rendered results of all brain
models later in this section instead.

Table 1. Information of meshed pointcCloudsM(V,G).
# of Vertices # of Patches Surface Area BBox Diagonal

Brain 0 100,023 122,338 623,932 1122.969
Brain 1 100,004 118,623 582,625 1058.247
Brain 2 99,996 120,963 764,043 960.011
Brain 3 100,018 131,711 675,160 1096.227
Brain 4 100,001 116,073 664.723 1114.798

4.2 Preprocessing for Parameterization

We stated in Subsection 3.1 (A) that we can simplify, i.e., downsample, the brain
surface modelM(V,G) by any mesh simplification algorithm. However, notice that when
we reduced the number of points (vertices) to less than 10,000, i.e., about 10%, the surface
area shrinks and the mean surface-to-surface distance increases significantly, as illustrated
in Fig. 7. This implies that over-simplification distorts the shape of the downsampled point
cloud obviously. As a result, the downsampling ratio for such point clouds should never
be less than 0.2, empirically.

Next, we verify the number of iterations required for the smoothing process. Illus-
trated in Fig. 8 are curves showing how total area and average surface-to-surface distance
vary during the smoothing process. Each data point in Fig. 8 is a measurement based on
one smoothened surface model. As we can see, in general, both these two kinds of curves
vary slowly after about the 400th iteration of smoothing procedure. Hence, although we
can use the difference between surface areas (or distances) of two consecutive, i.e., the ith

and the i+1th, iterations as an indicator to stop the iterations, it is efficient, and reasonable
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(a)                                                                                              (b) 
Fig. 7. Distortion-vs-simplification curves; (a) Normalized surface area; (b) Normalized mean sur-
face-to-surface distance. For a meshed point cloud with 100k vertices describing a complicated 
anatomical structure like fly brain, it can still retain shape details after reducing 80% vertices. Note 
that this phenomenon had been already reported in classical papers focusing on mesh simplification 
or remeshing, such as PM [32], QEM [33], and MAPS [34].

(a) (b) 
Fig. 8. Distortion-vs-smoothing curves; (a) Total surface area; (b) Normalized mean surface-to-sur-
face distance. These two curves show that after the 400th iteration, both surface area and mean 
distance vary quite slowly.
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(a) (b) (c)
Fig. 9. Top view of a to-be-aligned model pair; (a) Source model: Brain-0; (b) Aligned source mo-
del; and (c) Target model Brain-1.

as well, to terminate the smoothing iteration by about the 500th iteration2.
The average kernel of Loop subdivision scheme, described in Eqs. (1)–(4), moves

every vertex vi to a weighted average position of vi and the adjacent vertices thereof. Con-
sequently, if a to-be-smoothed mesh model is topologically a ball, the distortion value will
not converge until i) the to-be-smoothed model shrinks into a ball, and ii) each vertex is
co-planar with its adjacent vertices and locates on the position satisfying Eq. (1). How-
ever, this situation surely results in a smoothed yet distorted model, which is surely not
similar to its original structure and shape. Therefore, we finally adopted an empirical set-
ting and let the stop criterion to be the 500th iteration, although the distortion value does
not begin to converge at that time.

4.3 Surface Alignment

To verify the effectiveness of the proposed method, we selected Brain-0 to be the
source mesh surface model, registered and warped it to other four brain models through
different methods in turn, and then measure the distance between aligned surface and the
target. Listed in Table 2 are the mean and root-mean-square surface-to-surface distances,
which were all measured by METRO [41]. Table 2 shows that the proposed method out-
performs other benchmark point cloud registration methods. These results also indicate
that the accuracy of point cloud registration can be improved by using a pre-made graph
information, i.e. the connectivity among vertices. By registering two mesh surface models
in a parameterization domain, we can finish conventional global rigid transform and local
non-rigid transform together. Moreover, one extra interesting observation based on Table
2 is that for large point clouds containing tens of thousands vertices to represent com-
plicated anatomical structure and surface texture, a typical non-rigid registration method,
e.g. CPD, may work not so good as the very conventional rigid registration method, i.e.,
ICP, as is similar to what reported recently in [28].

Moreover, demonstrated in Fig. 9 are the half-surfaces of (a) source model, (b) de-
formed surface derived by our method, and (c) target model (surface-4); and, Fig. 10

2It takes about 60 seconds to measure the surface-to-surface once but takes only 0.5 seconds to run one smooth-
ing iteration on a computer with an Intel i5-3470 CPU.
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(a) (b)
Fig. 10. Comparison between aligned source surface and target surface; (a) Registered and aligned
source surface model; and (b) Target model. This figure shows the source model can be well aligned
to the target.

shows zoom-in views of Figs. 9 (b) and (c). We can find that although the deformed sur-
face is slightly rougher than the target one, the shape of the source model is well aligned
to that of target surface.

Finally, to show the proposed method achieves better performance than conventional
point cloud registration methods, such as iterative closest point registration (ICP), 3D
normal distributions transform (NDT) and coherent point drift (CPD), we applied these
methods to register point clouds Vi of aforementioned fly brain surface modelsMi(Vi,Gi)
and then made comparisons. Illustrated in Fig. 11 are zoom-in views of aligned models
derived by different methods. Sub-figures exhibited in the upper half of Fig. 11 are re-
sults of registering Brain-0 to Brain-1, whereas sub-figures in the lower half are those of
registering Brain-0 to Brain-3. Similar to numerical values listed in Table 1, these images
show our method is more advantageous than previous benchmark point cloud registration
methods on fly brain datasets. Because it takes more than 74GB RAM to run the CPD al-
gorithm on two full point clouds, each containing about 100,000 vertices, we ran CPD on
downsampled point clouds instead. Note that i) the reduced point clouds, each containing
about 20,000 vertices, for CPD experiments were derived by MATLAB built-in function
pcdownsample, and ii) based on Fig. 7 (b), the mean surface-to-surface distance brought
by point reduction is less than 0.25 voxels, and this value is neglectable compared with
those shown in the CPD-column in Table 2.

Table 2. Comparison among different methods. All values are mean surface-to-surface
distance in voxels.

Our method ICP NDT [22, 23] CPD [42] w/o Registration
Mean RMS Mean RMS Mean RMS Mean RMS Mean RMS

Surface 0 – – – – – – – – – –
Surface 1 0.107 0.401 10.832 13.099 13.153 16.439 13.226 16.486 31.712 40.439
Surface 2 0.074 0.308 15.147 18.876 14.571 18.672 14.798 18.959 27.949 36.581
Surface 3 0.164 0.694 9.989 12.858 10.642 13.593 10.676 13.613 18.952 22.937
Surface 4 0.108 0.531 9.318 11.668 12.580 15.313 13.708 16.714 28.539 34.306
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(a) Ours (b) ICP [21] (c) NDT [22, 23] (d) CPD [24]
Fig. 11. Comparison among registration results of different methods. Upper half: Zoom-in views
of the experiment set of registering Brain-0 to Brain-1. Lower half: Zoom-in views of the exper-
iment set of registering Brain-0 to Brain-3. For each experiment set, the first row shows source
surface, the second row shows aligned source, and the third row shows the target.
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5. CONCLUDING REMARKS

We propose in this paper a strategy to register 3D point clouds of Drosophila brain
surface, topologically a torus, in a 2D parameterization domain. We regard the 3D point
cloud registration problem as a surface registration issue, i.e., a graph-assisted cloud reg-
istration task. Therefore, the proposed method integrates classical TPS-based method for
2D images and mesh processing techniques for 3D surface models. Through parameter-
ization, a 3D registration issue can be solved by general 2D registration methods and no
longer needs a global rigid-body transformation process. Our experiments demonstrate
the effectiveness of the proposed method in registering dense point clouds depicting 3D
anatomical structure of fly brain. Also, the proposed method can align shape details, in-
cluding cortical textures on brain surface, and the mean surface-to-surface distance can
be reduced to about 0.01% of bounding-box diagonal. The proposed method is effective.

REFERENCES

1. W. Huetteroth, B. E. Jundi, S. E. Jundi, and J. Schachtner, “3D-reconstructions and
virtual 4D-visualization to study metamorphic brain development in the sphinx moth
Manduca sexta,” Frontiers in Systems Neuroscience, Vol. 4, 2010, p. 7.

2. R. Brandt, T. Rohlfing, J. Rybak, et al., “Three-dimensional average-shape atlas
of the honeybee brain and its applications,” Journal of Comparative Neurology,
Vol. 492, 2005, pp. 1-19.

3. B. el Jundi, H. Basil, L. Stanley, et al., “The locust standard brain: a 3D standard of
the central complex as a platform for neural network analysis,” Frontiers in Systems
Neuroscience, Vol. 3, 2010, p. 21.

4. T. Rohlfing, R. Brandt, C. R. Maurer Jr., and R. Menzel, “Bee brains, B-splines
and computational democracy: generating an average shape atlas,” in Proceedings of
IEEE Workshop on Mathematical Methods in Biomedical Image Analysis, 2001, pp.
187-194.

5. A. Jenett, J. E. Schindelin, and M. Heisenberg, “The virtual insect brain protocol:
creating and comparing standardized neuroanatomy,” BMC Bioinformatics, Vol. 7,
2006, p. 544.

6. H.-C. Shao, C.-C. Wu, G.-Y. Chen, et al., “Developing a stereotypical Drosophila
brain atlas,” IEEE Transactions on Biomedical Engineering, Vol. 61, 2014, pp. 2848-
2858.

7. H. Peng, P. Chung, F. Long, L. Qu, et al., “BrainAligner: 3D registration atlases of
Drosophila brains,” Nature Methods, Vol. 8, 2011, p. 493.

8. A. A. Joshi, D. W. Shattuck, P. M. Thompson, and R. M. Leahy, “Surface-constrained
volumetric brain registration using harmonic mappings,” IEEE Transactions on Med-
ical Imaging, Vol. 26, 2007, pp. 1657-1669.

9. A. Klein, S. S. Ghosh, B. Avants, et al., “Evaluation of volume-based and surface-
based brain image registration methods,” Neuroimage, Vol. 51, 2010, pp. 214-220.

10. S. Chen, D. Tian, C. Feng, A. Vetro, and J. Kovačević, “Fast resampling of three-
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