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#### Abstract

We propose a new mapping scheme for AC-DFA tries to be used in FPGA implementation of deep packet inspection (DPI). Our scheme greatly reduces number of memory accesses which are responsible for most of the power consumption in DPI. We vary strides in the construction of AC-DFA tries in such a way that the number of memory accesses is minimized without increasing the memory space. Compared with the state-of-the-art DPI architecture [3], our scheme shows $34 \%$ reduction in power consumption and $14 \%$ reduction in memory space.
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## 1. INTRODUCTION

Deep packet inspection (DPI, Snort [2] for example) has become one of the most reliable and trustworthy systems to eliminate network threats such as viruses, malicious packets and DDoS attempts. The functions of DPI systems rely on multi-pattern string matching, which scans the input stream to find all occurrences of a predefined set of string-based patterns [3].

Along with the considerations of speed and accuracy, the memory space and power consumption required for the functioning of the DPI system is of significant concern. The majority of the memory space and power consumption used for DPI is for multipattern string matching $[4,5]$, hence a large amount of research on reducing the memory space and power consumption is focused on string matching.

Caching with partitioning the patterns [17] and two-stage decomposing [18] reduce the memory space, but they are less effective. A scalable architecture with pipelining [3] remarkably reduces the memory space, but it results in large hardware usage with correspondingly larger power consumption. Some hashing algorithm designs [4, 8, 14] have increased speed and added efficiency to string searching, but problems remain regarding the implementation cost and additional power consumption.

Many multi-pattern string matching solutions adopt the well-known Aho-Corasick (AC) algorithm, where the system is modeled as a deterministic finite automaton (DFA) [6]. Motivated by the these observations, we propose a new mapping scheme for pipeline

[^0]implementation which traverses an AC-DFA trie with varying strides depending on the degrees of the nodes in such a way to minimize memory accesses. It is known that memory accesses are responsible for most of the power consumption [5] in DPI systems. Our main contribution can be summarized as follows. First we introduce formulas to calculate the number of memory accesses as we change strides in traversing regular tries. Second we use this formula to develop a heuristic algorithm to minimize the number of accesses for all tries including irregular ones. To further reduce the number of memory accesses, we also employ a binary search scheme to access the memory where the patterns are located. As a result, our new mapping technique reduces power consumption and memory space by $34 \%$ and $14 \%$ respectively when compared against the state-of-the-art implementation [3].

The rest of this paper is organized as follows. Section 2 reviews multi-pattern string matching and relevant recent studies, and Section 3 shows the proposed mapping scheme which reduces power consumption. Section 4 shows the experimental results and Section 5 concludes this paper.

## 2. RELATED WORKS

### 2.1 Compression of an AC-DFA Trie with the Stride $s$

AC-DFA converts a pattern set which contains $n$ characters into a deterministic finite automaton with $O(n)$ states. Once the DFA which can be stored as a state transition table is built, it reads the input stream one character per clock cycle. Each input character is processed only once and results in exactly one state transition [3].


Fig. 1. An AC-DFA construction.

Fig. 1 illustrates a construction of AC-DFA for four patterns of "ell", "cream", "real" and "ear" AC-DFA starts with constructing a trie (AC-trie) where the root is the default non-matching state. Each pattern to be matched adds a state to the trie, one state per character, starting at the root and going to the end of the pattern [3]. This is called a goto transition [6]. For example, the pattern "cell" adds states 1, 4, 8, and 12 as shown in Fig. 1. In case there is a mismatch in the goto transition, an additional transition is added which is called a failure transition [7]. All states except states 4,10 and 13 use the root as default failure transition state. Some patterns share strings with other patterns. In this case, failure transition can be made to other non-root state. This is illustrated in the fol-
lowing example. Patterns "real" and "ear" share a string "ea". At state 10 in Fig. 1, if input character " r " is encountered transition can be made to state 11 instead of the root state. The goto transitions are called the forward transitions, and the failure transitions are called the cross transitions. The forward transitions are denoted as solid lines with arrows while dotted lines with arrows denote the cross transitions (The cross transitions to the root state are not shown).


Fig. 2. The compressed version of the AC-DFA construction in Fig. 1.

In addition to this, the compressed AC-DFA trie [10] has one transition on multiple input characters, by combining $k$ consecutive states of the original Aho-Corasick DFA trie. The original AC-DFA trie can be compressed by dividing each pattern to be matched into a certain number of characters, which is called a stride. As an example, Fig. 2 shows the compressed AC-DFA trie with a stride of 2, for the original AC-DFA trie shown in Fig. 1. Two input characters are fetched at a time and compared against the patterns on edges from the current node. If there is any match for these two input characters, transition is made accordingly and the next two input characters are fetched. If there is no match for these two input characters on any edges from the current node, then next two input characters should be fetched with one-character offset to ensure that no patterns are missed. Assuming that the input stream is "crear", the first two input characters, "cr", are read and compared against "ce", "cr", "re", and "ea" in this order. Transition is made to node 2 . And then next two input characters "ea" are fetched and compared against "ea". Since it is a match, transition is made to node 7. Finally "r" is fetched and compared against " $m$ " and " $r$ ". Since this is a match for cross transition, node 10 is reached. If input stream is "dreal", the first two input characters, "dr", are fetched and compared against "ce", "cr", "re", and "ea" in this order. No match. Two input characters with one-character offset to the previous input characters (i.e. "re") are fetched compared against "ce", "cr", "re", and "ea" in this order. Note that no patterns will be missed if we use this one-character offset on no match for multiple input characters.

### 2.2 Removing Cross Transitions with Pipelining

Fig. 3 shows a mapping of the AC-DFA trie in Fig. 1 onto a pipeline with each level to one stage. Using the aspect that the cross transitions are added into the AC-DFA trie for a failed match in order to reuse the history information without restarting from the
root, Pao et al. [8] and Jiang et al. [3] deliver the input characters to all the pipeline stages in parallel, including the new input characters to the root with a one character offset at each clock cycle so as to remove the cross transitions to the stages that are on the pipelines. With this approach, all the cross transitions can be removed.

Suppose that the input stream is "crear" and at clock 1, the first input character "c" is fetched to the root node and comparison is made against " $c$ ", " $r$ ", and " " in order. Match. Node 1 in stage 0 is reached and second input character, " $r$ ", is fetched at clock 2. At the same time, the character " r " is also fed to the root node in stage 0 to process an input stream staring with " $r$ ". In this way we process virtually multiple input streams, "crear", "rear", "ear", "ar", and "r" simultaneously. The cross transition from 13 to 11 can be removed since node 11 is eventually reached while processing "ear". Thus, the memory space for storing these cross transitions is also removed.


Fig. 3. The pipelined AC-DFA.

### 2.3 Memory Accesses Responsible for Most of Power Consumption

For clarity, we define the following terms.

- $s$ : the stride of an AC-DFA trie
- $d$ : the degree of a node
- C: the alphabet size
- $H$ : the height of an AC-DFA trie
- $\operatorname{Msp}(d, C, H)$ : the memory space to store the patterns as a function of $d, C$ and $H$ of the AC-DFA trie
- Mna(d, $C, H)$ : the number of memory accesses to fetch the patterns as a function of $d$, $C$ and $H$ of the AC-DFA trie

The stride (s) of a node is defined to be the number of input characters to be matched at a time in traversing an AC-DFA trie (see Section 2.1 for illustration). Compression of the AC-DFA trie in Fig. 1 by increasing the stride to 2 is shown in Fig. 2. The depth of a node $M$ in a trie is the length of the path from the root of the trie to $M$. The height $(H)$ of a trie is the depth of the deepest node in the trie. All nodes of depth p are at level $p$ in the trie. The root is the only node at level 0 , and its depth is 0 . The degree ( $d$ ) of a node is defined as the number of outgoing edges [11]. The alphabet size $(C)$ is the number of
different patterns (characters) that can be mapped onto an edge in an AC-DFA trie (in bytes). For ASCII character set [1], the alphabet size would be 256 (one for each character in the alphabet) [4].

It is known that memory accesses are responsible for most of the power consumption in DPI systems, as much as $85 \%$ [5]. This implies that reducing the number of memory accesses will greatly reduce the overall power consumption. Removing cross transitions via pipelining [3, 8] eliminates memory space and memory accesses needed for cross transitions. To further reduce power consumption, we propose to change stride (degree of compression) in such a way to minimize number of memory accesses without increase in memory space. We show effectiveness of our scheme in mathematical analysis with regular AC-DFA tries. We introduce formulas to calculate the number of memory accesses as we change strides in traversing the tries. Second we use this formula to develop a heuristic algorithm to minimize the number of accesses for all tries including irregular ones. To further reduce the number of memory accesses, we also employ a binary search scheme to access the memory where the patterns are located. As a result, our new mapping technique reduces power consumption and memory space by $34 \%$ and $14 \%$ respectively when compared against the state-of-the-art implementation [3].

## 3. PROPOSED ARCHITECTURE

The memory space and the number of memory accesses of an AC-DFA trie may depend on $d, C$ and $H$. It is not easy to derive formulas relating these parameters to the memory space and the number of memory accesses for all possible AC-DFA tries. Therefore, we first consider regular AC-DFA tries in which we assume that the degrees of all the nodes are the same except the leaf nodes in the AC-DFA trie. We derive formulas for these regular tries, and the formulas can be used to identify the impact of parameters on the memory space and the number of memory accesses. Then we use this result to develop a mapping scheme to adjust strides in such a way to minimize the number of memory accesses for all AC-DFA tries including irregular ones.

Fig. 4 shows the example of the AC-DFA trie in which the degrees of all the nodes except the leaf nodes are the same, with $d=2$. The parameters of the AC-DFA trie in Fig. 4 are as follows.

- the stride $s=1$
- the degree of the nodes $d=2$
- the alphabet size $C=256$
- the height $H=4$


### 3.1 Calculating the Memory Space Requirement for Regular Tries

We can obtain the memory space required to store all the patterns, by counting the number of all the characters in the edges of the AC-DFA trie. In Fig. 4, the number of characters in all the edges is 30 (characters).

The number of edges in level $i$ for regular tries is calculated by $d^{i}$. With the alphabet size $C$ and the height $H$, the memory space can be written as a function of $d, C$ and $H$.


Fig. 4. A regular AC-DFA trie with $d=2$.

From this, we can derive Eq. (1) in bytes.

$$
\begin{equation*}
\operatorname{Msp}(d, C, H)=\left\lceil\frac{1}{8} \log _{2} C\right\rceil \times \sum_{i=1}^{H} d^{i}=\left\lceil\frac{1}{8} \log _{2} C\right\rceil \times \frac{d\left(d^{H}-1\right)}{d-1}(\text { bytes }) \tag{1}
\end{equation*}
$$

In Fig. 4, we have $d=2$ and $H=4$. Each edge has one alphabetic character which is represented by an 8 bit ASCII code [1], which implies $C=256$. With this, we can obtain the memory space for Fig. 4, as shown in Eq. (2).

$$
\begin{equation*}
\operatorname{Msp}(2,256,4)=\left\lceil\frac{1}{8} \log _{2} 256\right\rceil \times \sum_{i=1}^{4} 2^{i}=2+4+8+16=30(\text { bytes }) \tag{2}
\end{equation*}
$$

Meanwhile, Fig. 5 shows the example of the compressed AC-DFA trie from the original AC-DFA trie in Fig. 4. The following values are obtained for Fig. 5.

- the stride $s=2$
- the degree of the nodes $d=4$
- the alphabet size $C=256^{2}$
(two ASCII characters in one edge)
- the height $H=2$

Using Eq. (1), we can get the memory space in Fig. 5 as shown in Eq. (3).

$$
\begin{equation*}
\operatorname{Msp}\left(4,256^{2}, 2\right)=\left\lceil\frac{1}{8} \log _{2} 256^{2}\right\rceil \times \sum_{i=1}^{2} 4^{i}=2 \times(4+16)=40(\text { bytes }) \tag{3}
\end{equation*}
$$



Fig. 5. A compressed AC-DFA trie from Fig. 4.


Fig. 6. A regular AC-DFA trie with $d=3$.

Fig. 6 shows another example of regular AC-DFA tries, where the degree of the nodes $d=3$. In Fig. 6, $d=3, H=4$ and $C=256$. We can apply these parameters to Eq. (1) and obtain the memory space of Fig. 6, as shown in Eq. (4).

$$
\begin{equation*}
\operatorname{Msp}(3,256,4)=\left\lceil\frac{1}{8} \log _{2} 256\right\rceil \times \sum_{i=1}^{4} 3^{i}=3+9+27+81=120 \text { (bytes) } \tag{4}
\end{equation*}
$$

### 3.2 Calculating the Average Number of Memory Accesses for Regular Tries

We can obtain the number of memory accesses to fetch the required patterns, by summing the probability of accessing the edge of the AC-DFA trie to fetch the patterns assigned to that edge. Considering Fig. 4, we can obtain the number of memory accesses as follows.

At level 0 in Fig. 4, the probability of accessing the first edge with ' $a$ ' is 1 , for all the input characters should be compared to the first character on the first edge. The probability of accessing the second edge with ' $b$ ' is the probability of mismatch at the first edge with ' $a$ ', so it is $(C-1) / C=255 / 256$. Assuming all characters are equally probable, we estimate the average number of memory accesses at level 0 as $1+255 / 256=1.996$.

At level 1, the probability of accessing the first edge with ' $c$ ' equals the probability of matching ' $a$ ' at level 0 , so it is $1 / C=1 / 256$. The probability of accessing the second edge ' $d$ ' equals the probability of matching ' $a$ ' at level 0 times the probability of mismatch at the first edge ' $c$ ', so it is $1 / C *(C-1) / C=1 / 256 * 255 / 256$. Likewise, the probability of accessing the third edge ' e ' is $1 / 256$, and the probability of accessing the fourth edge ' f ' is $1 / 256$ * $255 / 256$. The number of memory accesses at level 1 is estimated as $2 / 256 *(1+255 / 256)=2 / 256 * 1.996$.

At level 2 , the probability of accessing the first edge ' $g$ ' equals the probability of matching 'a' at level 0 times the probability of matching ' $c$ ' at level 1 , so it is $1 / C * 1 / C$ $=1 / 256^{2}$. The probability of accessing the second edge ' $h$ ' equals the probability of matching ' $a$ ' at level 0 times the probability of matching ' $c$ ' at level 1 times the probability of mismatching at the first edge ' $g$ ', so it is $1 / 256^{2} * 255 / 256$. By using similar calculation for the rest of edges, we can obtain that the number of memory accesses at level 2 is $4 / 256^{2} *(1+255 / 256)=4 / 256^{2} * 1.996$.

At level 3, the probability of accessing the first edge ' $o$ ' equals the probability of matching ' $a$ ' at level 0 times the probability of matching ' $c$ ' at level 1 times the probability of matching ' $g$ ' at level 2 , which is $1 / 256^{3}$. The probability of accessing the second edge ' $p$ ' equals the probability of matching ' $a$ ' at level 0 times the probability of matching ' $c$ ' at level 1 times the probability of matching ' $h$ ' at level 2 times the probability of mismatching at the first edge ' $g$ ', so it is $1 / 256^{3} * 255 / 256$. Likewise, we can obtain that the number of memory accesses at level 3 is $8 / 256^{3} *(1+255 / 256)=8 / 256^{3} * 1.996$. Finally we can obtain the total number of memory accesses as $1.996+2 / 256 * 1.996+$ $4 / 256^{2} * 1.996+8 / 256^{3} * 1.996$, which is approximately 2.021 .

Generalizing this with $d, C$ and $H$ for regular tries, the number of memory accesses can be represented with a function of $d, C$ and $H$ as shown in Eq. (5).

$$
\begin{align*}
& \operatorname{Mna}(d, C, H)=\left(\frac{d^{0}}{C^{0}}+\frac{d^{1}}{C^{1}}+\frac{d^{2}}{C^{2}}+\ldots+\frac{d^{H-1}}{C^{H-1}}\right) \\
& \times\left(\frac{C}{C}+\frac{C-1}{C}+\frac{C-2}{C}+\ldots+\frac{C-(d-1)}{C}\right)=\sum_{i=1}^{H} \frac{d^{i-1}}{C^{i-1}} \times \sum_{j=0}^{d-1} \frac{C-j}{C} \tag{5}
\end{align*}
$$

Assuming $C=256$ and $d \ll C$, we can approximate Eq. (5) as follows.

$$
\begin{equation*}
\sum_{j=0}^{d-1} \frac{C-j}{C}=1+0.996+0.992+\ldots \cong d(\text { for small } d) \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i=1}^{H} \frac{d^{i-1}}{C^{i-1}}=\frac{d^{0}}{C^{0}}+\frac{d^{1}}{C^{1}}+\frac{d^{2}}{C^{2}}+\frac{d^{3}}{C^{3}}+\ldots=\frac{1-\left(\frac{d}{C}\right)^{H}}{1-\frac{d}{C}} \cong \frac{1}{1-\frac{d}{C}} \quad(\text { for large } H) \tag{7}
\end{equation*}
$$

With Eqs. (6) and (7), we can obtain Eq. (8).

$$
\begin{equation*}
\operatorname{Mna}(d, C, H)=\sum_{i=1}^{H} \frac{d^{i-1}}{C^{i-1}} \times \sum_{j=0}^{d-1} \frac{C-j}{C} \cong \frac{1}{1-\frac{d}{C}} \cdot d=\frac{C \cdot d}{C-d} \tag{8}
\end{equation*}
$$

By using Eq. (8), the number of memory accesses for Fig. 4 can be obtained as in Eq. (9).

$$
\begin{equation*}
\operatorname{Mna}(2,256,4) \cong \frac{256 \cdot 2}{256-2} \cong 2.016 \tag{9}
\end{equation*}
$$

Note that this is close to the value obtained in the above (2.021).
Also, we can obtain the number of memory accesses of the compressed AC-DFA trie shown in Fig. 5. At level 0, the probability of accessing the first edge 'ac' is 1 and the second edge 'ad' is the probability of mismatching at the first edge 'ac', $(C-1) / C=$ $\left(256^{2}-1\right) / 256^{2}$. The probability of accessing the third edge 'be' is the probability of mismatching at the first and the second edges, $(C-2) / C=\left(256^{2}-2\right) / 256^{2}$. The probability of accessing the fourth edge ' $b f$ ' is the probability of mismatching at the first, the second and the third edges, $(C-3) / C=\left(256^{2}-3\right) / 256^{2}$. Continuing in this manner, we obtain the total number of memory accesses as 3.998 .

Using Eq. (8), the number of memory accesses in Fig. 5 can be obtained as in Eq. (10) with similar value.

$$
\begin{equation*}
\operatorname{Mna}\left(4,256^{2}, 2\right) \cong \frac{256^{2} \cdot 4}{256^{2}-4} \cong 4.000 \tag{10}
\end{equation*}
$$

Considering the examples in Figs. 4 and 5, we can state that $d, C$ and $H$ of the compressed AC-DFA trie with the stride $s$ are equal to $d_{1}^{s}, C_{1}^{s}$ and $H_{1} / s$ respectively, where $d_{1}, C_{1}$ and $H_{1}$ are the parameters of the original AC-DFA trie.

In addition, the number of memory accesses in Fig. 6 can be obtained by summing the expected number of accesses to all edges, which is approximately $2.9883+0.0350+$ $0.0004+0.0001=3.024$. The number of memory accesses in Fig. 6 using Eq. (8) is shown in Eq. (11).

$$
\begin{equation*}
\operatorname{Mna}(3,256,4) \cong \frac{256 \cdot 3}{256-3} \cong 3.036 \tag{11}
\end{equation*}
$$

We see that the approximation (3.036) using Eq. (8) is very close to actual value (3.024).

### 3.3 Determining the Strides of Irregular Tries

As seen so far, the memory space and the number of memory accesses depend on $d$, $C$ and $H$ of the AC-DFA trie. In contrast to the fixed stride architecture [3], we change the stride to minimize the number of memory accesses.

Since the actual AC-DFA trie may not be regular, we devise the following iterative scheme. We map each level of the AC-DFA trie to a stage of a pipeline, to eliminate the cross transitions as described in Section 2.2. Starting from the root of the original AC-DFA trie, we keep compressing the trie as far as the number of memory accesses is reduced by doing so. For this we do the following at current level starting from the root: (1) Check if incrementing stride reduce the number of memory accesses. If so, increase the stride at the current level by one (i.e. the next level will be combined into the current level to be compressed) and go to (1). Otherwise, start a new stride with setting the next level to current level and go to (2). (2) If the current level has no leaf nodes then stop. Otherwise go to (1). The resulting compressed trie may have different strides for different levels.

Step 1: Compare the number of memory accesses for the configuration in Fig. 7 (a) and the configuration in Fig. 7 (b). In Fig. 7 (a), the number of memory accesses of level 0 is 2.988 and the number of memory accesses of level 1 is 0.016 , so the number of memory accesses for Fig. 7 (a) is 3.004. The number of memory accesses of level 0 for Fig. 7 (b) is 3.999 . We choose Fig. 7 (a) with stride $=1$ for the first level since the number of memory accesses is smaller.

(a) Level 0 (root) and level 1 are not combined (stride $=1$ at level 0$)$.

(b) Level 0 (root) and level 1 are combined together (stride $=2$ at level 0 ).

Fig. 7. Checking if combining level 0 and level 1 reduce the number of memory accesses.

Step 2: Compare the number of memory accesses for the configuration in Fig. 8 (a) and the configuration in Fig. 8 (b). In Fig. 8 (a), the number of memory accesses of level 1 is 0.01562 and the number of memory accesses of level 2 is less than 0.0001 , so the number of memory accesses for Fig. 8 (a) is 0.01562 . The number of memory accesses of level 1 for Fig. 8 (b) is 0.01558 . We choose Fig. 8 (b) with stride $=2$ for the second level since the number of memory accesses is smaller.

(b) Level 1 and level 2 are combined together (stride $=2$ at level 1 ).

Fig. 8. Checking if combining level 1 and level 2 reduce the number of memory accesses.

Step 3: Continue in this manner until the last level of the original AC-DFA trie.
Table 1 shows the pseudo-code of the proposed algorithm, calculating the number of memory accesses of each condition and determining the strides iteratively. For the calculation, we define a part of the compressed AC-DFA trie and its properties as follows.

- $P(a, b)$ : a part of the compressed AC-DFA trie (nodes of one level and their edges, compressed from level $a$ to level $b$ of the original AC-DFA trie)
- $H$ : the height of the original AC-DFA trie
- $G$ : the height of the compressed AC-DFA trie
- $s(j)$ : the stride of $j$ th level of the compressed AC-DFA trie
- Mna[P(a,b)]: the number of memory accesses of $P(a, b)$

Table 1. Pseudo-code.

```
Input: the original AC-DFA trie
Otput: \(s(j), G\)
    \(\operatorname{str}=1, i=0, j=0\)
    while \((i \leq H-1)\)
    \{
        if \(\quad \operatorname{Mna}[P(i, i+\operatorname{str})]+\operatorname{Mna}[P(i+\operatorname{str}, i+\operatorname{str}+1)] \leq M n a[P(i, i+\operatorname{str}+1)]\)
        then \(s(j)=s t r, i+=\operatorname{str}, j++, \operatorname{str}=1\)
        else str++
    \}
    \(G=j\)
```


## 4. EXPERIMENTAL RESULTS

Experiments on the ruleset from Snort [2], the well-known DPI system, are performed. We construct the original AC-DFA trie from the content field text data of the ruleset and apply our algorithm. The number of distinct rule sets is 610 and the constructed AC-DFA trie has a maximum of 150 levels (the largest ruleset has 150 characters) with a total of 6435 characters. We only consider the levels of the AC-DFA trie which are the destinations of the cross transitions [3, 8], so the first 48 levels of the constructed AC-DFA trie are reconstructed using the proposed method shown in Section 3.3. All AC-DFA tries are implemented, the memory space and the number of memory accesses are enumerated and the input data is randomly generated with Microsoft Visual C++ 2008 and SystemC 2.2 [12].

Table 2. Performance evaluation on randomly generated data.

| Architectures | Stride | Memory Space <br> (bytes) | Number of Memory <br> Accesses | Total Power <br> Consumption (J) |
| :---: | :---: | :---: | :---: | :---: |
| Jiang et al. [3] | 4 | 4236 | 104 | 827719.7 |
| Jiang et al. [3] | 8 | 4760 | 106 | 833617.9 |
| Proposed | variable | 4089 | 11 | 556400.6 |

Table 3. Performance evaluation on an English text.

| Architectures | Stride | Memory Space <br> (bytes) | Number of Memory <br> Accesses | Total Power <br> Consumption (J) |
| :---: | :---: | :---: | :---: | :---: |
| Jiang et al. [3] | 4 | 4236 | 1063 | 8510154.66 |
| Jiang et al. $[3]$ | 8 | 4760 | 1094 | 8602322.40 |
| Proposed | variable | 4089 | 94 | 5652954.72 |

We compare our architecture against that proposed by Jiang et al. [3] which uses fixed strides on the compressed AC-DFA. In our experiment with the DDR3 DRAM [13] in the commonly used DPI system, two input data are used and the power consumption is estimated using the modified PowerSC [12, 15]. 32,768 characters are randomly gener-
ated and the English text of 341,362 characters (a text version of English Fairy Tales from [16]) is used as the input data. The experimental results are shown in Table 2 and Table 3. On randomly generated input data, our architecture reduces $14 \%$ of the memory space, $89 \%$ in the number of memory accesses and $34 \%$ of the power consumption compared to the state-of-the-art architecture [3].

## 5. CONCLUSION

The proposed architecture reduce the memory power consumption by $34 \%$ and the required memory space by $14 \%$, on the Snort pattern set, compared against the state-of-the-art architecture [3]. Our algorithm also shows that the varying strides depending on the degree of the nodes with binary search scheme for patterns is effective in reducing the memory space and the power consumption, for multi-pattern string matching such as Snort, the well-known DPI system. We will extend our algorithm to other multi-pattern string matching applications and power-aware systems in the future.
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